
AD-A097 187 ADAPTIVE OPTICS ASSOCIATES INC CAMBRIDGE MA F/6 17/B
- ADVANCED WAVEFRONT SENSOR CONCEPTSa(u)

JAN 81 J1 K BOWER, J FEINEIB. L SCH14UTZ F30602-6O-C-0O63

UNCLASSIFIED RADC-TR-80-3668N?mu.. mm.mhmhm

I E~EMEEh



AD A

097187

1 0 111111 1

1114 7
11111!.2 1 .41111 1 111111.6



RA3Th4W ~LEVEV

ADVANCED WAVEFRONT
0 SENSOR CONCEPTS
C Adapttie Opecs Awmam hu.

J. K. khwl L Sdhmutz
J. Feinleib M. Shae

S.J. Tubbs

IAPPOVU FOR pusUC USBAE DISTIUTION UNUMITED

DTIC
AELECTEAPR~ 1981tLI

ROME AIR DIEVILOPMENT CENTER
Air Force System Command
Orlfflss Air Force Base, New York 13 M1

81 4 Q. 023



Ibis report has been reviewed by the RADC Public Affairs Office (PA) and
to releasable to the Ntiou al Technical Information Service (IMS). At NTIS
it will be releasable to the general public, Including foreign nations.

RADC-TR-80-368 has been reviewed and is approved for publication.

APPROVED:
PATRIC J. MARTONE, l/Lt, USAF

Project Engineer

APPROVED: 1.!
FRANK J. REHM
Technical Director
Surveillance Division

FOR THE COMAN?E)4

JOHN P. HUSS
Acting Chief, Plans Office

SUBJECT TO EXPORT CONTROL LAWS

-If your address has changed or if you wish to be removed from the.RADC
smiling list, or if the addressee is no longer employed by your organization,
please notify RADC. (OCSR) Griff is AF1 NY 1341. This will assist .us in
maintainng a current mualing list.

Donot return this copy. Rstala or destroy.



UNCLASSIEIED
SECURITY CLASSIFICATION OF THIS PAGE (Whom Data Cifs@t ____________________

'gRADC1R-8 -368

9. NTRACT OftGRANurmutie(s,
XC. Bowker M./Shao

i ./FeinieibS.J/ub 5 3628C-? .
L. /Schmutz/ 6

jupiAIOM NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT. TASKC
AREA A WORK U4NIT 14UMMERS

Adaptive Optics Associates, Inc. Z0F
12 Prentiss Street a 4, 5#4&4 q2L4
11. CONTROLI.ING OFFICE NAME AND ADDRESSIsREOTDE

Rome Air Development Center (OCSE) Ja jeo- -

Griffiss AFB NY 1344118
14. MONITOING AGEN4CY NAME & AOORSSIl 8difleft.no Controlling Office) IS. SECURITY CL ASS. (01 tW boe

Same
15&. OECLASSIPICATION/ OWNGRAOING

N/A
16. mm SIUTION STATEMENT (of tisd Report)

Approved for public release; distribution unlimited.

17. OISTRIfUTION STATEMENT W. She abstrct entered sn Stock 20, 41 dlhi.fft Ie #tape")

Same

W. SUPPLEMENTARY NOTES

RADC Project Engineer: Patrick J. Nartone, iLt, USAF (OCSE)

19. KEY WORDS (CaNWI.. so favoide of* 011 N 0MV an Inify by block nmber)

Adaptive Optics
Wavefront Sensors
Hartmann Sensor
Atmospheric Turbulence
20. AOSTRACT (C.,limi. an raiesdds It neoev bad identify by block nuit".)

The objective of this effort was to investigate advances in wavefront
sensor technology for use in future adaptive optics systems. The
improvements sought over presently developed adaptive optics systems are
preliminary in the areas of componenet efficiency and sub-system
complexity, since this would have potential for major operational
simplicity and reduced cost. -_ >(Cont 'd)

DD 'j*" 1473 9OITfION OF I'NOV 61 IS OSOLEtTE LNCL.ASS I F ID F D' -
SECURITY CLASSIrICArioN, or rmis PAE31m aefPNI



UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE(When Date EnteW )

>The concept under study in this effort is the Large Scale Integrated
Imaging Irradiance (L§ I sensor. This is based on the Integrated 3
Imaging Irradiance (I' sensor (U.S; Patent No. 4,141,652). The I -sensor
is based on the Hartmann concept, but does not suffer from the optical
alignment problems inherent to previously developed Hartmann sensors.
Another of the major advantages of the LS1-,sensor over other Hartmann 3

sensors (including the previously developed Is-sensor) is that the LSV&
sensor utilizes the full aperture of the system in dividing the input
photon flux into the respective quadrants which results in better
diffraction - limited resolution. The LS13,sensor is based on an optical
system that is independent of the number of sub-apertures selected.-,

- The major tasks of this study included the conceptual design of a small
version (approximately 20 channels), a large scale (approximately 200
channels) wavefront sensor, and the evaluation of the expected performance
complexity, and cost of these prototype models. During the course of the
study, major design modifications were introduced which appeared to
greatly improve the performance of the LSI3 conce t of the 13 sensor, and
finally showed a significant performance improv ent over previously
developed wavefront sensors including the sh aring interferometer. At the
.same time, these design changes appear to have greatly reduced the
complexity of thgj ctronic processing required, simplified the optical
system to afew critical elements and allowed large diode array detectors
su h as photomultipliers to be utilized without a significant performance
loss.

The result of these design advancements is a new wavefront sensor (LSO)
which could provide cost and performance advances for future adaptive
optics systems.

Accession For

NTIS CBA&I
DTIC TAB
Unannounced 5
Ju tificatio

By

D i t r i l' , t i o n / _

Availrbility Codes

,Avnil and/er
Dibt Special

UNCASS I F: 1 El)



SUMMARY

This final report describes the results of a nine month

effort by Adaptive Optics Associates, Inc. (AOA) on Rome Air

Development Center (RADC) Contract F30602-80-C-0063 for an

"Advanced Wavefront Sensor Concepts" (AWSC) study. The

objective of this study was to investigate advances in wavefront

sensor technology for use in future adaptive optics systems, and,

in particular, to advance the technology over the Compensated

Imaging System (CIS) presently being developed for open space

surveillance application. The improvements sought are primarily

in the area of component efficiency and subsystem complexity,

since this would have potential for major operational simplicity

and reduced cost. The technical performance projected for CIS

is near optimum and only small improvements, if any, were contem-

plated at the start of this program.

To meet the objectives of this program, AOA proposed to

analyze and evaluate the design and performance of a new wave-

front sensor concept based on a proprietary2 sensor, the Inte-

grated Imaging Irradiance (I 3 ) sensor, developed and tested

under other Air Force programs3 '4 . The concept under study
3 3

here will be referred to as the LSI , or Large Scale I ,sensor

throughout this report.5

The major tasks of this study included the conceptual design

of a small version (approximately 20 channels) and a large scale

(approximately 200 channels) wavefront sensor, and the evaluation

of the expected performance, complexity and cost of these proto-

type models. The study was undertaken using the baseline LSI3

proposed. During the course of the study, major design modifica-

tions were introduced which appeared to greatly improve the per-

formance of the LSI3 concept over the 13 sensor, and finally

showed a significant performance improvement over that projected



for the CIS. At the same time, these design changes greatly

reduced the complexity of the electronic processing required,

simplified the optical system to a few critical elements and

allowed large diode array detectors, instead of individual

quantum detectors such as photomultipliers, to be utilized with-

out a significant performance loss.

As a result of these design advancements, the AWSC investi-

gation met all program objectives, and this final report

describes in detail the design and analysis of a new wavefront

sensor which could provide cost and performance advances for

future CIS systems.
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EVALUATION

The value and significance of this effort includes many design advance-

ments incorporated in a new wavefront sensor (Large Scale Integrated

Imaging Irradiance LSI 3 ) which could provide cost and performance advances

for future adaptive optics systems.

The results of this effort are applicable to Electro-Optics Advanced

Systems Analysis.

Applications of this Advanced Wavefront Sensor include future

Compensated Imaging Systems for Space Defense applications, and laser beam

control systems such as the Stragegic Laser Communications Uplink program.

PATRICK J. MARTONE, l/Lt, USAF
Project Engineer
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1.0 INTRODUCTION AND BACKGROUND

1.1 Compensated Imaging Wavefront Sensing Problem

The development of real-time wavefront sensing has

produced three techniques of measurement: interferometric,

successfully embodied in the shearing interferometer which

measures phase shifts in the pupil; geometric, embodied in the

Hartmann test, which measures wavefront tilts; and spread func-

tion analysis, which obtains the pupil phase distortion by

Fourier transformations. The first of these has been completely

developed by Itek under contract to RADC which produced the

Real Time Atmospheric Correction (RTAC, a 21-channel system.

Later, after a design competition with Perkin Elmer, which

espoused a Hartmann system under another CIS program, Itek

developed a 250-channel digital sensor for CIS. Because of these

contracts, other techniques have not been developed extensively.

The design contest between Itek Corporation and Perkin

Elmer which knocked the Hartmann test out was won by Itek, in

part because the Hartmann test was optically and electronically

too sensitive to misalignment and drift -- so sensitive, in fact,

that a system could not be demonstrated. The appreciation of

these difficulties was the basis for the invention of the 13

sensor, patented and developed by AOA2 .

The CIS wavefront sensing problem is severe because the

targets are dim, large, complex and moving rapidly. In conse-

quence, the sensor measurement must be insensitive to object

shape, must be able to operate with as few as one photon/cycle

on the average, and must provide a correction bandwidth as great

as 1 kHz.

1. Reference will made available to qualified military and

government agencies on request from RADC (OCSE) Griffiss

AFB NY 13441.

2. U.S. Patent No. 4,141,652.
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Target size and shape effect have been crucial in

determining whether a sensor will work or not, and these have

generally made adaptive function necessary in the design of

sensors. For example, if the target subtends more resolution

elements over its area than the system has subapertures, then

the target will be resolved by the subapertures. The shearing

interferometer signal visibility will drop and r phase error

occurs due to interference effects. The classic Hartmann test

will lose sensitivity, often dropping to zero, if the target

has multiple bright spots. The shearing interferometer (SI)

can adapt to these difficulties by decreasing the shear and

reducing sensitivity. The Hartmann test cannot adapt and is

vulnerable to object-induced failure.

The 13 sensor, although based on the Hartmann test,

uses an AC algorithm and, in essence, uses edge information as

well as the broad radiant distribution. Thus, response becomes

less dependent on object size and signal strength. The adaptive

features of the proposed sensor are used to optimize sensitivity

and to prevent performance anomalies such as those embodied by

the dead zone of the dumbbell response of the Hartmann or by the

visibility nulls with 2n ambiguity and n phase flips of the SI.
3 3The LSI sensor is a major advance of the I sensor

for applications requiring a large number of subaperture measure-

ments. It embodies all of the optical efficiencies of the Hart-

mann sensor and the 13 insensitivity to target shaues.

The major advantages are as follows.

- Fundamental performance improvement over the shearing

interferometer by up to a factor of two for simple targets of all sizes

and ranges.

- An optical system that is independent of the number
3

of subapertures selected, unlike the I sensor.

10



- An optical system that is independent of the

detector configuration, unlike the 13 sensor.

- An optical system design that can be used with pulsed

or CW actively illuminated targets as well as passive illuminated

targets.

- A versatile optimum processing algorithm that can

be adapted to maximize performance for unusual target shapes.

- An electronic processor architecture that requires

only four pipeline serial processors to service 256 subapertures, as

opposed to 1024 parallel processors.

- A selection of three different intensified serial

detector array configurations which would maintain an optical efficiency

exceeding that projected for the current CIS and that are compatible

with the pipeline processor.

- A system design that incorporates all the performance

advantages in a smalllightweight optical package using few components

and simple to align.

- A system design with low component count, compact

electronics processing package that promises high reliability.

These features will be discussed in detail in the following

sections.

1.2 13 Sensor Concept

The 13 sensor'I ,2 03 is a wavefront sensing concept based on

1. Julius Feinleib et al., "The I Sensor: A New Method for
Real-Time Wavefront Mensuration," Proc. SPIE Tech. Symp. East,
Washington, D.C.(1979).

2. J. K. Bowker et al., "13 Sensor Wavefront Performance,"
SvIE Vol 190 tT97).

3. L. E. Schmutz et al., "Experimental Performance of the I

Wavefront Sensor for Closed-Loop Adaptive Optics," Proc. SPIE

Tech. Symp. East, Washington D.C. (1980).
11



the Hartmann technique. In the Hartmann test, the shape of an

optical wavefront is estimated by measuring the mean tilts

at each of a set of small subapertures in the pupil aperture,

and then fitting a smooth curve to the tilt samples. Dynamic

Hartmann sensors, designed to measure wavefront changes at rates

comparable to atmospheric turbulence variations, have been

attempted but have not succeeded due to severe problems of

optical alignment stability, and to a fairly high sensitivity to

image shape in cases where the source object is resolved by the

subaperture.

Ref. 1 (p.11) isan introduction to the 1 sensor concept

and describes some of its performance advantages. Figure 1 is

a schematic of the concept and shows the changes from a basic

Hartmann technique. The two major innovations which make the
3
I sensor a practical, high sensitivity wavefront measuring

technique are:

(1) the addition to the input wave of a local plane

wave which acts as an internal optical tilt reference, and

(2) a conical scan, or nutation modulation of the

combined signal and reference beam.

1.2.1 Optical reference. The use of a local reference

provides enormous flexibility in the design of a practical

measuring instrument. Once combined, the signal and reference

beams are equivalently affected by internal optical misalignments,

which might be due to thermally or vibrationally induced compo-

nent movement, or to finite specification tolerances of the

optical elements. In the subaperture image plane, tilts in the

input wavefront are given by the difference between the reference

and signal focal spot positions. The differential character of

the 1 measurement is useful with any kind of positionsensing

detector, be it a quad cell, lateral cell, CCD or diode array,

video imager, etc.

12
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1.2.2 Nutation. When coupled with the quadrant

detector configuration, nutation modulation permits the use

of some extremely powerful and efficient detection and processing

techniques. Several performance advantages can be obtained,

which include optimal SNI performance, AC carrier generation, and

the ability to discriminate between signal and background radia-

tion in the complex scenes.

Nutation modulation impresses an AC carrier on

the optical input power by utilizing spatial variations on the

image itself. It (litters from both the AC shearing interfero-

meter and the chopped Hartmann type of system in that the input

photon flux is never interrupted by a chopped or rotating grating.

In those systems, uniform illumination from the object background

is modulated along with the object signal power which is limited

by field stops of the detector.

However, when nutation is used, uniform background

power is not modulated at all, since the relative power falling

on each quadrant of the detector is unchanged during the course of

a nutation cycle. In addition, locally generated radiation,

either from scattering or thermal sources, does not appear at the

AC carrier frequency. This has been found experimentally to have

very significant advantages, particularly when using infrared

(IH) sensitive detectors.

Another more subtle consequence of nutation
3

modulation is the ability of the I sensor to operate with equal

facility using objects of either positive or negative contrast.

That is, the object may be a bright spot against a dark back-

ground or a dark spot in a bright background. In both cases,

correct signs for the wavefront tilt response are retained (a

crucial result for closed-loop operation).

1**J



1.2.3 Image insensitivity. The unique features of
3

nutation modulation extend also to the way in which the I

sensor responds to complex shapes resolved by the subaperture,

which is a problem quite relevant to imaging systems. One

manifestation of the problem occurs in the change of the transfer

function of the sensor for different image shapes. In a closed-

loop system this amounts to changes in loop gain for different

input scenes, complicating the problem of obtaining unconditional

loop stability. For the shearing interferometer, image periodi-

cities related to the grating period cause significant signal

variations, while in simple quad Hartmann systems, a "dumbbell"

image, or pair of bright spots located in separate quadrants,

results in near-zero signal regardless of spot intensity.

The 13 sensor responds to the slope of the image

edges, rather than to the centroid of the image power. In

a properly designed instrument, the edge slope of the subaperture

image is dominated by the point spread function of the subaper-
3

ture. That is, the I sensor transfer function is determined by

the pupil of the instrument, rather than by the spatial extent

of the input image.

Figure 2 shows the response of the 1 sensor to

two drastically differing image distributions. These results

are taken from extensive simulation, verified by systematic ex-

perimentation, already completed at AOA. The dashed line shows

the sensor response due to displacement of a Gaussian-shaped spot

along a quadrant detector axis. The quadrant detector is 2.25

spot radii square, with a nutation radius of one spot radius.

The broken line is the response to a pair of spots oriented at

450 to the quad detector axes, and displaced along the x-axis,

The spot shapes have the same Gaussian shapes, and the system

response is the same for both images until detector edge effects

become important at large displacements. Similar analysis for

1.5



RELATIVE
RESPONSE

1.5 L-MO

1.0

/

0.5.

//

0.0v

0.0 0.5 1.0 1.5

SPOT DISPLACEMENT (WAVES)

Figure 2. Responsivitv of the 13 sensor to two different

image plane intensity distributions. The results
are obtained using a high level computer simula-
tion developed by AOA which duplicates, the I
processing steps as well as a variety of possihl| i
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other even more complex shapes show similar results: the 13

sensor response has a very high degree of insensitivity to image

shape.

1.2.4 Summary. The 1 sensor has a large variety of

operating characteristics that make it a very competitive

wavefront sensing technique. There include the following.

(1) Fundamental signal-to-noise ratio (SNR)

performance comparable to that of the AC shearing interferometer

and the DC quad Hartmann; all three approach theoretically

optimal performance limits.

(2) The internal reference in the 13 sensor allows

great flexibility in the detailed optical design of a specific

instrument.

(3) With the use of proper electronic processing,

nutation modulation provides an AC carrier in a highly efficient

way, yields operation with both positive and negative contrast

objects, and gives a very high degree of system gain insensi-

tivity to object shape and extent. In addition, the nutation

modulation technique does not chop a uniform background, which

considerably reduces the dynamic range problems at the front end

processing stages.

1.3 LSI 3 Sensor Concept

The LSY , which is the baseline system described in
3

this study for a visible light sensor, is based on the I sensor

concept studied extensively for use in IR adaptive optics systems

where a relatively small number of subaperture measurements are

required for compensation of atmospheric turbulence effects. Al-
3though the LSI sensor has a completely different and more

efficient optical configuration, the processing algorithms and
3sensor behavior is much like that of the I sensor. Therefore,

17



many of the sensor characteristics proven to be of importance

for the 13 sensor are projected to carry over into the LSI
3

performance. These characteristics obtained by analysis,

simulation and experimental measurements are summarized briefly

here and are described in detail in the final report of

Reference 4. The important advantages of this system are the

motivation for incorporating them into the LSI3 sensor design.

1.4 Design Goals

As discussed in Section 1.1, any alternative technolo-

gy to that currently employed in the CIS must retain high speed

and must approach quantum limited sensitivity. However, if

really large (e.g., greater than 200 subapertures) compensation

systems are to be built, some alternative to fully parallel

sensing and processing must be found,

The cost of expanding the current CIS in a parallel

fashion is, no doubt, well studied. We have made similar

estimates of the cost and complexity of constructing a

completely parallel 13 sensor, using the most current electronic

technology. Assuming either a set of small PMT's at the input

or an intensified quadrant detector, and employing some ad-

vanced processing components such as the Intel 2920 signal

processing chip, the detection and processing stages would cost

approximately $1,500 per channel. The channels would contain

no analog circuitry requiring any adjustment, and would be

relatively compact (perhaps one 3" X 5" PC board per processor).

The cost for a large system is thus $300K for detection and

processing alone,

There is another major cost component for large systems,

and that is in the optics required for pupil di,,ision into the

measurement subapertures. For a Hartmann-type system, even a



cleverly designed system becomes intricate and somewhat

sensitive (even using a referencing technique). In a parallel

shearing interferometer, the problem is one or precise regis-

tration of 800 individual detectors in the conjugate pupil

plane.

From these considerations, our design goals have

centered on the following.

(1) Eliminating the complex pupil division optics

which becomes increasingly cumbersome with scale.

(2) Employing a monolithic detection array to reduce

the problems of size, cost, and alignment sensitivities,

(3) Attempt a parallel/serial hybrid processing

scheme which eliminates the need for a strict processor per

channel correlation.

In the following section, a wavefront sensor design

which meets each of these criteria is presented. The detection

system is based on the use of intensified diode arrays which

also act as pupil dividers for the system. Furthermore, the

characteristics of the array elements are used as part of tie

processing stage, so that only a single, fairly simple processor

would be required to operate a full 256 subaperture system. A

fivefold to tenfold cost reduction should be realized with this

approach, with complexity at the 256 subaperture level less than

that for a 21 subaperture CIS.

1.5 Parallel/Serial System Design

Figure 3 is a simplified layout showing the basic

features of the proposed optical system. At the input to the

system, the input signal wavefront is combined with the locally

generated reference plane wave, giving the highly desirable

optical and electronic self-calibration capability. The
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INPUT WAVEFRONT FROM TELESCOPE

REFERENCE
WAVE FRONT

GALVANOMETER NUTATION M1IRRORS

INTENSIFIED
CCD ARRAYS QUADRANT

DIVIDER

Figure 3. Simplified o~ptical '1aV(uUt.
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CAPTION FOR FIGURE 3

Figure 3. Simplified optical layout for the proposed
wavefront sensing system. The conventional
Hartmann-type pupil divider and discrete
quadrant detector array has been replaced
by a quadrant divider and four monolithic
detector arrays. The input wavefront is
combined with a reference wave and passed
through a pair of galvanometer mirrors,
which impart the circular nutation, The
primary focus occurs at the tip of the
prismatic quadrant divider, which reflects
the beam into four detector channels.
Final lenses project the input pupil onto
the detector array, which also acts as a
pupil divider. The number of subapertures
is determined solely by the number of
detectors in each array; otherwise the
optical arrangement is the same for any
size system.
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reference is modulated in the time domain so that it can be

discriminated from the signal. In order that shot noise from

the reference not degrade the system performance, the reference

is switched on for one nutation cycle out of every ten or more,

so that most time is spent observing signal power. In the sys-

tems which have already been constructed at AOA, a ratio of

zabout one reference cycle for every 32 .,ignal cycles has been

used with good result.

The circular tilt or nutation modulation is provided by

a pair ef sinusoidally driven resonant galvanometer mirrors

locked in phase quadrature. AOA has developed and operated

such systems at 10 kHz, which provides ample sampling rate to

give the required 1 kHz information bandwidth.

The innovations in this design occur in the next stage.

Instead of placing a quadrant detector in the image plane, a

prismatic quadrant divider is placed at the focus of the full

aperture. This element acts to simultaneously divide all sub-

aperture areas into four channels for detection and processing.

After the optical divider, the four quadrant beams are

collimated and fall onto four separate detector arrays. Because

the arrays are in a plane conjugate to the input pupil, the

individual detector elements behave as subaperture masks, This

is illustrated more directly in Figure 4. By projecting the

detector array pattern back through the optical system, it is

seen that each detector maps into an input subaperture

For every subaperture there are four conjugate detec-

tors, one in each quadrant plane. The outputs of these detec-

tors then act exactly as the outputs of a single quad cell in

the focal plane of the selected subaperture would in a conven-

tional Hartmann system. Therefore, any processing techniques

which work in the Hartmann system are applicable in this

configuration also.
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SUBAPERTURE

INPUT PUPIL

f' PLANE

SUBAPERTURE \\jSUBAPERTURE
DETECTOR DETECTOR

f-2 f 2-_

CONJUGATE

QUADRANT PUPIL PLANE

DIVISION
PR I SM

Figure 4. Detector arrays used as pupil dividers. In each
quadrant channel a single detector element is pro-
jected onto the input pupil plane and defines a
subaperture. The 4 detector eLements, one from
each channel, which map onto the same input sub-
aperture, form a quadrant detector which may then
be used to determine the wavefront tilt in that
subaperture.
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Thus, the 13 sensor processing algorithms with

nutation modulation are immediately applicable to the LSI
3

processor. The processing algorithms proposed for the LSI
3

sensor are optimized versions of the infrared 13 sensor algo-

rithms for use in quantum limited systems.

IV
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2.0 THE LSI 3 SENSOR CONCEPT

The LSI 3 wavefront sensor promises significantly improved

performance and lower cost than first generation wavefront sen-

sors. This has been made possible by several basic advances in

wavefront sensor technology that will be described in this chanter.

The advances in performance are due to the optical config-

uration of the wavefront sensor which combines the advantages of

the Hartmann, 13 and shearing interferometer wavefront sensors,

and the signal processing algorithm using modern estimation

theory. Quantitatively the LSI 3 sensor is approximately a fac-

tor of two more sensitive than first generation photon noise

limited wavefront sensors, like the shearing interferometer and

1 sensor, when operated under identical conditions. This fac-

tor of two is explained in greater detail later.

2.1 LSI 3 Optical configuration
3

The LSI wavefront sensor has some of the properties

of a Hartmann sensor and the 13 sensor modification of it, and

some of the properties of a shearing interferometer. Figures

5a, 5b, and 5c are optical schematics of these wavefront

sensors. The LSI 3 is like a Hartmann and 13 sensor in that a

quadrant divider is used to measure the centroid of the target

to determine subaperture wavefront tilt. It is similar to the

shearing interferometer in that the subapertures are defined at

a conjugate pupil plane. Where the I sensor required a refer-

ence beam to avoid the catastrophic problem of aligning n quad

cells with their respective subaperture optical axes as in the

traditional Hartmann sensor, the LSI 3 sensor uses a single 4-

sided pyramid divider instead of n quad cells, and avoids that

alignment problem entirely. By using a quadrant scheme for

centroid location as in the 13 sensor, the same photons are
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PUPIL PLANE DIVISION INTO SUBAPERTURES

QUAD CELL WAVEFRONT TILT DETECTOR

(a) Hartmann sensor.

ROTATINGPUPILL GRATI.Ug_ _ I UI

PLANE
WAVE FRONT
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SUBAPER-
TURES

(b) Shearing interferometer.

ABERRATED WAVEFRONTS
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WAVEFRONT TILT

"- - DETECTOR

ONE OF FOUR
DETECTOR ARRAYS

3
(c) LSI sensor.

Figure 5. Hartmann, SI and LSI 3 sensors,.
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used for x tilt and y tilt measurements resulting in greater

sensitivity than the shearing interferometer; this is explained

in detail later in this chapter. In short, the LSI 3 sensor of-

fers the advantages of both the Hartmann and shearing interfero-

meter sensors without the disadvantages that are peculiar to

either.

Light from the target goes through a nutator, Pl, and is

focused onto the pyramid. From the pyramid, the light is recol-

limated by a lens. The detector array, which defines the sub-

apertures, is placed behind the collimator. In the case of Fig-

ures 5b and 5c, the pupil division is performed at a plane

that is a conjugate of the Pl plane in front of the first lens.

The nutator is shown schematically in Figure 5c as a ro-

tating wedge of glass (in practice galvanometer nutators are

used,as in the 13 sensor). The effect of the nutator is to move

the image of the target in a circular pattern at plane P2, where

the four-sided pyramid is located. This nutation modulates the

intensity of the light arriving at the detectors. The output

of the detectors is then demodulated to give the subaperture

wavefront tilt. The nutation in a practical wavefront sensor

is performed by two resonant galvanometer driven mirrors (see

Section 6) located near a conjugate image of the primary. The

nutation radius, the LSI3 sensor's version of shear, is elec-

tronically controlled by varying the drive voltage to the gal-

vainometers.

A simplified description of the operation of the wavefront

sensor may be understood by masking the Pl plane in Figure 5c

to a single subaperture and ignoring the nutator. Figure 6

shows how wavefront tilt is measured. Light from a single sub-

aperture is focused on the tip of the pyramid; light from the

central subaperture will only fall on the central detector in

each of the four detector arrays. Also note that if the sub-
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Figure 6. MJeasurement of wavefrontl tilt.
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aperture wavefront is tilted, its image will be shifted at the

plane of the pyramid. As a result, more light will be detected

by the detector on the right side than the left, as shown in

Figure 6.

The difference between the LSI 3 and the 13 sensor is clear.

In the 1 sensor, as in the Hartmann sensor of Figure 5a, the

wavefront is first divided into n subapertures by an optical

divider and each subaperture tilt measured by four detector ele-

ments in a quad cell configuration. In the LSI 3 sensor, the

quad cell measurement is provided by a single 4-sided optical

divider and then the wavefront is divided into subapertures for

detection by 4 detector elements for each subaperture. In the

LSI 3 configuration, the detector elements are not clumped to-

gether as quad cells; therefore a uniformly spaced detector

array may be utilized. However, the signal processing algo-

rithms are similar in the 13 and LSI3 since quad cell centroid-

ing and nutation modulation are used for the basic subaperture

tilt measurements. This is the principle behind the LSI 3 sen-

sor.

2.2 Signal Processing

Without nutation, the signal processing algorithm is

simply the Hartmann quad cell algorithm.

Tilt i = D D 1I~D~ 1
Titi=DI +D III'i D !I'i D IV'i()

DI' i + D 1ii D + D IVi

where tilt i is the tilt in the i'th subaperture, Dx y is the

output of the yth detector in the xth array; a similar formula

is used for tilt in the orthogonal direction.
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With nutation, the detector outputs are a function of nuta-

tion radius and phase. The outputs of four detectors over a

complete nutation cycle are needed to derive subaperture tilt.

The basic concept is the same as equation 1. The numerator of

equation 1 is a term that is linearly related to the wavefront

tilt for small tilts and linearly related to target brightness.

The denominator is independent of tilt and linearly related to

target brightness.

The ratio is then linearly related to tilt and independent

of target brightness.

The formula for demodulation with nutation is

2 ,

f ZDI(e)Nj(6)de

tilt = °J-l (2)
2 4
f (O)Pj(e)d8
oj=lJ

where Dj(O) is the Jth detector output as a function of nuta-

tion phase, Pj(e) is a correlation function that extracts total

power, N J(0) is a correlation function that extracts tilt and

power.

A number of different P' s and NJ s were investigated.

These properties are discussed in Section 6. It was decided

that, because a number of demodulation algorithms worked, it

might be profitable to use modern estimation theory to find an

optimal algorithm, given target size and shape and a statistical

description of the noise. Photon noise limited and detector

noise limited conditions were investigated.

The major result is that with the optimized algorithms

the LSI 3 sensor, for most target scenarios, is predicted to

have a factor of two higher phase accuracy for a given target

signal power and equivalent detectors than the theoretical

performance of the shearing interferometer CIS. The details

of these calculations are given in Section 3.
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2.3 Detector Selection

The APS optical configuration, in which the quadrant

or reticle elements precede the detectors, provides two unique

virtues for the design of the detectors: the optical system

is independent of the detector configuration except for the

final collecting optics; the optical system is independent of

the number of subapertures into which the pupil is divided.

As a result, both the detector and optical design can be

optimized separately. This is not true with a quad Hartmann

type design of the 13 sensor, in which the detector arrange-

ments and subapertures dictate the optical arrangement. The

interface between the sensor optics and detectors is an

imaging system which divides the pupil images into subaper-

tures. The final AWS optical design presented in Section 4

creates 16 mm diameter images of the pupil.

This pupil is imaged directly on arrays which then

divide the pupil. The arrays that can be used are

(I) area CCD's or self ;canned diode area

arrays preceded by intensifiers fer direct detection and sub-

aperture division, or

(2) lens arrays which condense the 'ight in

the subaperture to an array of small points which can be used

a:, input to optical fibers, or which can be made to match de-

tectors directly or through an intensifying device.

The fibers can be spread out to large detectors or

rearranged to convert from area to a linear format to permit

the use of small linear CCD or self scanned diode arrays.

The results of the study produced three recommend,'d

detector systems for a 256 element array, and a photomultiplier

array for a reduced scale 21 subaperture breadboard. These

systems and their specifications in order of pro ference arc

a) fI I lows
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(1) EB mode detector, internal optics

(a) Characteristics (see Figure 47)

- Intensification with a 256 element

linear self scanned diode array

- Optical input; lenticular array,

fiber optic area linear converter

- Internal ellipsoid focusing fiber

optic output on opaque GaAs cathode

- Electron optics; 4:1 reduction and

15 - 20 kV

- Reticon 256 element array; 10 MHz

sample rate, 10 KHz frame rate for

processed tilts

(b) Performance

- Highest possible efficiency in using

solar spectrum (16.8% of all solar

photons)

(2) EB mode detector, external optics

(a) Characteristics (.,ee Figures 49a,h,c)

- Same as (1), but uses external ()p-

tic.s for input to opaque (- athodo

(b) Performanco

- Less than (1) because optics aet

1I.s e f f i c i ent

(3) EB mode detector. clamshell o

(a) Character-istics s'Fiue3

- )ir(ct ,iage input
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- Straightforward intensifier design,

2 to 3 coupled stages with P-24

phosphors

- Transparent GaAs photocathodes

- Fiber optically coupled CCD

buried channel array

- Limited array size by selective

gating; samples taken in 32 x 36

element blocks

- All elements commercially available,

no special design required

(b) Performance

- 15% of solar flux utilized, more

efficient input compensates for louer

cathode sensitivity

- Poorer accuracy because of large

noise factor (1.2)

(4) Breadboard (21 channel)

(a) Characteristics

- PMR's 1/2" diameter

- Lenticular array input to fiber

optics which spread out to tubes

- Photon counting for low noise fac-

tor

(b) Pe r fo rmance

- Bialkali photocathode comparable

with CIS, potentially 5% of solar

photons collected
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The reasons given for these choices and a large

variety of alternate schemes are given in Section 6 and the

above performance data is summarized in Table 11.

The major advantages of the designs presented here

are as follows.

(1) Intensified detectors provide photon

limited signals for the highest theoretical accuracy.

(2) The ability of the LSI 3 sensor to use the

wide solar spectra without loss of accuracy due to a loss of

visibility permits the use of the new wide band GaAs cathodes.

The variance for the best LSI 3 over that of the best shearing

interferometer is a factor of 2.76 smaller.

(3) The combined improvement over theoretical

CIS due to the algorithm and the efficiency of detection is

equivalent to 1.63 magnitudes increased sensitivity.

2.4 Signal Processing Electronics

The LSI 3 optical system requires four separate detec-

tor arrays for each subaperture output as a quadrant output

signal. In each detector array there will be at least one

detector element per subaperture. For the large scale sub-

aperture division, up to 256, the detector systems selected all

use integrated circuit detector arrays.

These detector arrays accumulate photoelectrons and

this charge accumulation replaces analog circuit integrators

for signal processing. Furthermore, the inlegrated arrays

take the sul)aperture optical data and transform it into 10 MHz

serial electronic data. This charge accumulation and parallel-

serial conversion reduces the analog circuitry requirements

from four preamplifier-integrators per subapertur(' (1024 per

system) to I preamplifitr per array (4 per syst em) for up to

.1
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a 256 subaperture system. These 4 preamplifiers are each

followed by a 10 MHz pipelined digital processor and the

4 parallel outputs are then processed by a single processor

programmed with the optimum algorithm. The output from the

processor i- a serial stream of tip/tilt error signals from

each subaperture.
3

The LSI sensor electronic processor design is

intended to minimize operator intervention. Novel features
3

of the LSI are exploited to permit automatic system calibra-

tion, extensive self test, and automatic dynamic alignment

during system operation. These extraordinary capabilities

are in addition to a signal processor architecture which

totally eliminates subaperture level electronic components

and adjustment. This proprietary architecture results in a

considerable reduction in circuitry compared to the tradition-

al processor per subaperture approach. The details of the

design are described in Section 5.
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3.0 SIGNAL PROCESSING AND PERFORMANCE EVALUATION

3.1 Introduction

This section describes the various algorithms for de-

riving subaperture tilts from the output of the detectors. Sev-

eral algorithms were developed in the course of this program.

These algorithms, in addition to the original 13 sensor algo-

rithm (the SCS algorithm) were examined as part of this pro-

gram. In order to facilitate the comparison of these algo-

rithms with each other and with the AC shearing interferometer,

a uniform mathematical notation is adopted.

The optical layout of the I3 sensor has been described

in previous sections. Basically, a divider is placed in a plane

where an image of the target would be formed. After the di-

vider, the light is recollimated and a detector array is placed

in a plane that is conjugate to the pupil of the optical system.

For each subaperture there are 2 to 4 detectors, one for each

facet of the divider. The outputs of the detectors for each

subaperture are demodulated to find the centroid of the image

in the divider plane. The difference between the various 1

algorithms and the shearing interferometer is that each algo-

rithm is a different mathematical description of the centroid.

Because of the similarity of the various wavefront

sensors, a single model for all of them is easily constrAHted.

Figure 7 is an optical schematic of a generalized wavefront

sensor. For a shearing interferometer, the mask is a Ronchi

grating. For an LSI 3 sensor, each detector array has a differ-

ent mask. The mask transmits the light in one quadrant of the

plane. The target is imaged onto the reticle. The different

type sensors have different reticles and different demodulation

algorithms.

The image on the rel icle is a convolut ion of' the true
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Figure 7. Optical schematic.
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object, the diffraction limited point spread function of the

telescope, and the atmospheric point spread function. We will

now describe the AC shearing interferometer, the LSI 3 sensor,
3

and the MSI sensor.

3.2 LSI3, MSI 3 and Shearing Interferometer

For all these types of wavefront sensors, the output

of the detector is eq. 3.

Detector output = fdx fdy M(x-f,v -g)T(x,v) (3)

where T(x,y) is the effective irradiance distribution of the

target (convolution of true object and atmospheric point spread

function (PSF) and diffraction PSF); M(x,y) is the mask func-

tion; f,g are the modulation functions.

Table 1 lists the types of masks and modulation

functions for the three types of wavefront sensors.

Equation 3 is different from the traditional formula

for a shearing interferometer derived using Fourier optics. In

effect, it says that the difference between the various sensors

are the masks and modulation patterns, and that these are the

only differences, since the subapertures are divided in the same

way. Hence, difference in the signal-to noise ratios (SNR) of

the various sensors may be accurately derived from equation 3.

In an LSI 3 system, there are four detectors per sub-

aperture. Because of nutation, the outputs of these detectors

change with time. This is also true for the shearing interfero-

meter. In addition to different mask functions and modulation

functions, the demodulation algorithms for the shearing inter-

ferometer and 13 sensors are different. For a shearing inter-

ferometer, the centroid is at zero phase for a single spatial
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frequency component of the target. Phase is defined by equation

4.

4 2r
I Ir S.o.de

= tan - 1 i(4).x 4 2-T0 id9
i=l0

where 0i represent the outputs of the 4 detectors, Si is a cor-

relator function which extracts the sine of the phase from the

detector output, and C. the cosine extraction.1

For a conventional radial grating interferometer, sep-

arate detectors are used for x tilt and y tilt and hence for x

two of the correlation functions are 0 for x tilt and the other

two are 0 for y tilt.

In an 13 sensor, the tilt is defined by equation 5.

4 27

J N.O.dO

tilt = (5)
4 1 21

where 0i is the output of the detectors, Ni; and DI are correla-

tion functions. As explained in Section 2, the numerator is a

term that is proportional to the tilt and target brightness,

while the denominator is a term that is proportional to target

brightness.

Table 2 shows the various demodulation functions

for the three wavefront sensors.
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TABLE 2. DEMODULATION FUNCTIONS.

Numerator
function Denominator

Sensor for x tilt function

Shearing Inter. sin 6 cos e

(Ronchi grating)

MSI 3  sin 6 sin 20 both x & y

LSI 3  There are 4 different qemodulation
algorithms for the LSI optical
configuration
See text for details

DC (x tilt) N1 = N4 = 1 N. = +1

N2 = N3 = -1 #

SCS (original 1) 1 = Sin e D1 =Sine

N2= - Sin e D2 Ni

N = N 1  D - Sin e

N4  N2  D = -N 3

MS (This algorithm is equivalent to the MSI 3 sensor)

N1 Sin 0 D = D3 = Sin 2e

N =-N D = D = - Sin 2e
2 12 4N3 =N

N= -N
3 1

ACDC N 1  1 - cos 0 D1 = 1

N = -1 + cos 0 D2 =1

N3 =N 2  D =1

N4  N 1  D =1

These correlation functions are optimal in the sense
that for a Gaussian object and nutation radius equal
to the width of the object.

The noise in the derived tilt is a minimum for a given
level of photon noise.
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:3.3 Performance Evaluation

Once we have a description of the various wavefront

sensors (equations :3, 4, and 5 ), it is possible to evalu-

ate the relative SNR's of the sensors.

In order to calculate the noise equivalent tilt of a

sensor, we must determine the responsivity of the sensor, the

change in the derived tilt (equation .4 or 5 ) for a given

change in the centroid of the target, as well as the expected

fluctuations in the derived tilt due to measurement noise.

When the target is centered, the numerator terms of equations

,1 and 5 are zero. For small changes in the target position

the numerator term will change significantly, while in first

order, the denominator term will not change. As a result, all

of the following calculations will concentrate on the numerator

term. For practical purposes, the SNR of the numerator is Lhe

SNR of the ratio. This is shown below.

R/"X = (I/D)( N/4X) - (N/D 2)(D/)X) (G)

or (1/D)(IN/IX)

where R is the ratio of two numbers, N or 0 (small), )D or 0
a " _

(small), and x is the displacement of the target centroid.

Equation G shows that the responsivity of the ratio

R is dependent primarily on the first term in eonatin 6, the

second term being very small. Similarly, the fluctuations in

Ra in equation 7 due to measurement noise are dependent pri-

marily on the numerator.

R a/n = (1/D) ()N/'In) - (N/D 2)(D/in) (7)

where n is a random variable of which N and D are functions.

Since N is small, only the first term in equation 7
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is important. The variance of Ra due to fluctuations in n are

then equation 8.

= F (N/an)2 <(An)2)j 1/2"(8)
n

where An are the fluctuations due to noise and the summation is

over the random variables. Consequently, the SNR of Ra ratio is

equal to the SNR of the numerator.

The numerators of equations 4 and 5 have the form

of equation 9.

4 2Tr

Num = I (1/2r) f dO C((0)0i() (9)
n=1 0

where C. is the correlation function for the ith detector, 0. is1 1

the output of the ith detector.

In the photon noise limited case, equation 10 is

true; in a detector noise limited case, 11 is true.

2
0o (0) = 0(0) (10)

where the variance of 0(0) is 0(0) for photon noise.

2
a (8) = constant (11)
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for detector noise limited operation.

Using standard error propagation formulae, the SNR is

Equation 12 for photon noise.

2 _ 2 C (O)Ri(O)d 2

(SNR) 2 2 Tr 
2

2 2

where 0i(e) is defined by equation 3 , and Ri (v) is defined by

equation 13.

R(9) = fdx Id 'v .! E- f(;) y-g( 0 VT(x,Y) -x (3.)
-CO -Cc

The difference between 3 and 12 is that T(x,y) the

effective target irradiance distribution in equation 3 is re-

placed by the slope of the irradiance distribution. The numera-

tor of equation 12 is the square of the responsivity, while the

denominator is the variance due to photon noise. In the follow%-

ing graphs and tables, the data was generated from

equation.- 3 F- 13. The integrals were evaluated numerically.

The assumptions for the calculation. are listed in tn

figures. A Hartmann sensor is also evaluated. The main differ-

ence between the Hartmann sensor and the LSI 3 sensor is that the

effective target irradiance distribution in the Hartmann .yIstem

is the convolution of the subaperture diffraction pattern and
3

the true target while for the LSI and shearing interferometer,

the effective shape is the convolution of the lull aperture dif-

,. ,1



fraction pattern and the true target.

The atmosphere was ignored in these calculations

for two reasons. One was to simplify the calculations. The

second was to make the comparison with other published data*

which compared the shearing interferometer to the Hartmann

sensor.

The effect of the atmosphere is to limit the

usable shear on the shearing interferometer to approximately

rot the atmospheric phase coherence length. The result of

including the atmosphere in calculating the data for the

figures would be to reduce the advantage of the LSI 3 and SI

over the Hartmann sensor for very small targets or very

distant targets. We repeat that the results in this report

do not conflict with other published data*.

3.4 Optimal Correlator and Object Size Determination

While evaluating the relative SNR of several 13

demodulation algorithms, it was decided that it would be

profitable to analytically determine an optimal correlation

function for equations 4 and 5. Here we use the word optimal

correlator to mean a function Ci(e) that will result in a

minimum variance tilt estimate given a known noise in the

detector output 0(e).

For photon noise limited operation, the optimal

correlation is found by setting the variational derivative

of equation 12 to zero and solving for the correlation

function Ci(6). The answer is eauation 14.

_Ri(e)

Optimal Ci(e) = (14)0oi(e)

Reference will be made available to qualified military aInd
government agencies on request from PADC (OCSE) Griffis,;
AFB NY 13441.
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where R is defiled by equation I a: and 0 is del ined hy e(quat ion

In al the figures in this se ction*, the graphs labeled
3

,+)ptimal I use the correlation funct ton defined by equation

1 1. Note that the (optinm l correlator changes with object

:ize, shape as well as nutation radius.

Another topic that was studied as part of the AWS pro-

gram was the measurement of object size by proper demodulation

of the outputs of the wavefront sensor detectors. The effective

object size of a combination of atmospheric seeing blur and true

object size( is an important parameter in a shearing interf'r-

ometer wavefront sensor because the highest tilt accuracy is

achieved when !he shear is matched to the object size, when the

grating period was twice the object size. While Figure 9'

shows that for a Gaussian object, the accuracy of a tilt meas-

urement is not a strong function of nutation radius when an )p-

timal correlator is used, the measurement of object size is

still important. The reason is that some of the I cubed demod-

ulation algorithms are object size dependent, in the sense that

the derived tilt in radians is a function of the angular size

of the object. Table lists the size dependence o)f various

algorithms.
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As an illustration, we note that in the classical quad

cell Hartmann system (DC numerator and denominator) the ratio is

proportional to l/W. In other words, if the wavefront tilt is 1

Prad and the width of the object is 10 1rad, the output of the

DC algorithm would be % 2/10; if the object size was 100 prad, a

1 ;rad tilt would give an output of 2/100. On the other hand,

use of the DC numerator and SCS denominator would produce a num-

ber that was independent of object size, depending only on nuta-

tion radius. This is the case with the shearing interferometer

where the output represents a given wavefront tilt that de-

pends on the shear but not on object size. In general, the size

of the object will not change on a fast line scale, e.g. 10kHz.

As a result, the object size may be measured with very high ac-

curacy using several tens of milliseconds of data. The pre-

ferred method of measuring size is to use the SCS denominator

and the MS denominator.

Object size may in theory be measured with a shearing

interferometer by monitoring fringe visibility. This technique,

however, has a drawback. The fringe visibility formula that is

usually presented in descriptions of the shearing interferometer

ignores the effect of scintillation. Because of this fringe

visibility, measurements are unreliable. Currie et al have

solved the problem by measuring the apparent visibility as well

as the scintillation and correcting the visibility results in

the data analysis. The problem is due to the fact that fringe

visibility is in effect the ratio of the AC optical power to

the DC optical power. Modulating at 10kHz there are no scintil-

lation effects at lOkHz but there are at DC.

With an 13 sensor, which compares the AC power at

lOkHz (SCS denominator) to AC power at 20 kHz (MS denominator),

scintillation is not a significant source of error.

*Currie et al., Astrophys. ,1. 187, 131(1974).
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4.0 OPTICAL SYSTEM DESIGN

The design of the AWS optical system is less demanding than

might be expected because the instrument uses a reference beam to

define a perfect wavefront. By measuring the difference between

the reference and target point positions, the errors of the com-

mon mode optics are removed from the measurement of the wave-

front. In consequence, it would seem that any optical system

would be adequate. However, the effect of an inferior optical

system will be to reduce the performance in detecting and cor-

recting the wavefront for small objects. For a 2 arc second ob-

ject (a0 ), the response will be reduced to 90% if the standard

deviation of the spread function G is 0.86 arc seconds.

If we assume Gaussian spread functions and compute the
2 2

change in peak intensity to be i(P) = (ao/aSF , where oo is the

diffraction limited spread function which is given approximately
2 2

by (0.3756A/D) , and where aSF is the variance of the allowed

spread function for 90% response to a target, we can use the ex-

pression for peak intensity or the Strehl Ratio, to yield a re-

quired rms phase error for the sensor optical system. Thus

-~ 2
(COS)2 (21 / X )X2 (A X)2] e-(271A\/X)

(15)

or
4

J (21rAX/X) for large arguments
0

for X = 0.64 pm (because of the use of GaAs cathodes) at D

1.6 m, i(P) = 0.0304, and the rms phase error AX allowed is

X/3.3. The allowed peak to peak error is about one wave.

This is not a difficult requirement for an f/16 optical sys-

tem, and it will permit some latitude in handling difficulties

due to nutation, pupil imagery and chromatic aberrations. The

optical systems that have been designed began as refracting sys-
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tems. The evolution of the detector design has extended the

range of colors to such an extent that a reflecting system became

desirable.

The first problem is to design a system which prevents sub-

aperture smearing.

The nutation device is the major geometrical constraint on

the system. In order to operate at 10 kHz, the beryllium mir-

rors are limited to dimensions of approximately 5 x 7 mm. For a

system to have no nutation-induced subaperture smearing, the tel-

escope primary should be imaged onto the nutator mirrors and then

onto the detector array, while the object should be imaged onto

the divider plane. These operations are accomplished by the con-

figuration in Figure 13. In this type of system, the maximum

number of resolved subapertures is diffraction limited. If f/4

lenses are used with 5 mm mirrors, the maximum number of subaper-

tures is approximately (5 mm/1.2 xf) 2 _ 1.6 x 107.

This is not an important constraint, therefore, and we may

consider simpler optics,

The configuration of Figure 14 shows the nutation mirrors

displaced from conjugate pupil planes, eliminating a lens. The

primary is considered to focus at Ll with a speed of f/20. The

focal length of L3 is chosen to match the detector size to pupil

size.

For a typical system, assume the following.

(1) A 10 cm subaperture size, which gives an angular nuta-

tion radius of approximately 1 arc sec at the pupil. The lateral

shift at the conjugate pupil plane between nutators is

F4 /F3 dsin(l arcsec) (16)
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or, at the pupil plane, we want

Ax = d(sin l")(F 4 /F3 )
2 << 10 cm (17)

(2) If the telescope has a 1,5 meter primary @ f/20 for a

5 mm nutator mirror f3 must be 10 cm. For d - 1 cm the nutation

shift, or pupil smear, will be

Ax - (3000/2 x 106) cm - 4.5 mT (18)

or about 5% of a subaperture diameter. For Ll of f/10, diffrac-

tion smearing is very small, approximately 5 micrometers.

This configuration requires a nutation angular range of

15 waves 5 mm

or about 1.5 millirads, which is easily achieved with the current

nutator.

It is clear that the simple optical design of Figure 14 will

perform amply well in the approximately 200 subaperture prototype

system, with negligible degradation due to subaperture smearing.

In order to easily match the detector size to the pupil (a prob-

lem of magnification), a field element might be added at the di-

vider plane, as in Figure 15.

The later design was much larger than it had to be because

the reimaging lens 1, could be placed between the galvanometers.

Further, there are needless design problems created when the

system pupil in a 1:1 imaging system i asymmetrically posi-
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tioned. This pupil location is the telecentric position shown in

Figure 15 and all principal rays are collimated on the pyramid

side.

All aberrations are present in such an arrangement, and the

design must correct all of them, particularly the worst of-

fenders, lateral color and coma.

If the pupil is moved to a symmetric location, there are

specific gains, since such systems at unit magnification are free

of coma distortion and chromatic difference of magnification.

Since the wide optical bandwidth is the most important require-

ment in a photon limited environment, and since it is difficult

to remove all chromatic aberrations with the limited dispersions

of glasses available, obtaining freedom from one chromatic aber-

ration is of utmost value is securing an adequate design. In

consequence, the symmetric design of Figure 16 was adapted. The

galvanometers are placed on either side of a simple symmetric

triplet. The actual separation of the galvanometers and the

fraction of subaperture smearing that will exist is dictated by

the size of the coils and the closeness of the mirrors to the

pupil image plane. The positioning of a lens between them will

actually decrease the optical distance because of the generally

finite separation of principle planes, which, in the case of one

design described by Conrady, for the present geometry would be

6.7 mm, reducing the distance of the galvanometer mirror from the

pupil image from 10 mm to 6.7 mm and reducing the subaperture

smearing from 10% to 6.7%.

The actual lens has not been designed at this time, but the

basic form is adequate. It will probably be necessary to intro-
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duce a third glass type and two more elements to make an apo-

chromat to secure the degree of chromatic correction desired.

The optical layout that results is quite compact. Starting

at the upper left at the telescope prime focus, the beam diverg-

es and is then collimated for passage through a correction system

that includes a tip/tilt corrector and a deformable mirror. The

beam is then refocused into the wavefront sensor. Before it is

brought to focus, however, the central subapertures, which are

occluded by the telescope secondary, are tagged by introducing a

beam through a centrally located prism from a modulated subaper-

ture reference emitter. This signal will be used to align all

four arrays by the use of coils on the intensifiers. This elec-

tronic adjustment will compensate for the small changes in the

intensifier which can be significant if they are only a few mi-

crons in error. The alignment of the optical system, to ensure

registration at the fiber optic input, will require mechanical

stability to within 1.3 min of arc (0.0004/1). This is not dif-

ficult to obtain.

Following the reference subaperture input, a field lens

close to the correction system focus will image the deformable

mirror, which is at a pupil image, onto the principal plan of the

relay triplet.

Alternately, and preferably except for cost, the use of an

anamorphic field lens to place the vertical and horizontal images

on the respective galvanometers would eliminate subaperture

smearing completely. The respective focal distances are 93.3 mm

and 106.7 mm for horizontal and vertical galvanometers. The re-

quired anamorphic power is 1.3 diopters, which is an easily ob-

tained amount of cylinder.

After this field lens, an almost completely reflective beam

splitter is shown when the reference beam is introduced. The
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wavefront is reflected because of its wide bandwidth. The refer-

ence wavelength will be derived from a modulated laser, Being

monochromatic, the dispersion of the beam splitter is of no con-

sequence. A corrector plate is included to correct the astigma-

tism. The residual negative spherical will be corrected bh an

additional element.

Since the reference beam is generated at a pinhole close to

the beam splitter, the uncompensatable noncommon path is small,

and the stability of the system is assured.

The combined beams proceed to the galvanometer and the re-

lay lens, and are then focused on the quad pyramid. This pyramid

is a critical element because its edges must be sharp. With the

f/16 system illustrated here, the radius at an edge must not be

greater than 2 Wm. There is no way to obtain such an edge by

polishing, but diamond machining and the use of cleaved crysta:i

seem to provide reasonable means of manufacture.

A large number of tetragonal system crystals (but not dia-

mond) provide natural pyramid corners. Among these are the hole-

symmetric class, which yield some four faceted corners and in-

clude rutile, anatase, zircon and others. This last is commonly

synthetically grown and used in jewelery. The pyramid class.

yielding the desired crystal, includes wulfenite (PbMoO4 ).

The size of the quad is defined by the largest object and

the amount of nutation to optimize the SNR. For 100 .rad ob-

jects, the smallest pyramid required is 5.12 mm. Gems of thi,

size should be easy to acquire, particularly ziron, which ac-

counts for the biggest rocks in the cheap discount stores.

The directions of the paths reflected from the faces : will

depend on the crystal, so that the final design will require

further investigation into the fabrication of pyramids. Centin--

uing along the path, the next element shown is a pupil imaging

field lens which forms an image on the input to the pupil divid-
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ng optical system, If the preceding fields lens were anamor-

hic, then lenses should be anamorphic as well, with the same

.dd-on cylinder of 1.3 diopters. The images of the pupils in the

livider plane in this case will be 1.125 mm and 0.875 mm because

)f the power changes required to transfer the images add up.

rhere is no problem in making the lenslet arrays in the pupil

divider rectangular.

The last optical elements are the lenticular lens arrays.

In this group, the first element is a simple achromat, which is

used to collimate the principle rays. This ensures that center

to center distances between lenslets and fibers are all the same.

The double array system shown is used to ensure that the pupil is

imaged on the fiber end, instead of the image of the object on

the pyramid.

This ensures that the distribution of light on the fiber

does not move so that imperfections in the fiber end do not

effect the nutated output. On the other hand, the input angles

into the fiber will change. Since these are always less than the

NA of the fiber, and since mixing occurs, so that all angles up

to the NA are present at the fiber output, this would seem to be

the way to minimize sensitivity to optical variation. It may,

however, be overkill, particularly since the use of the reference

beam essentially calibrates out the effects of imperfections in

each lens, fiber and detector.

The remaining element, the detector system, has been de-

scribed in the preceding section. The simple intensifier de-

sign with the transparent photocathode with a wide but manacgeable

spectral sensitivity, 0.5 to 0.8 m, is appropriate.
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4.1 Reflective Systems

The greatest sensitivity is enjoyed by the intensifier

that uses the internal reflector and opaque photocathode. The

spectral sensitivity, however, is so wide that obtaining adequate

chromatic correction in the optical system may not be possible.

Because of this, reflecting systems have been examined and one

design chosen. This is shown in Figure 17.

It uses the aplanatic properties of the Schwarzschild

telescope to ensure freedom from spherical aberration, astigma-

tism and coma. Since it uses concentric spherical surfaces, fab-

rication will be simple and inexpensive. The prescription of the

system is R 1 = 1.236F, R2 = 3.236F, and d = 2F. The design has a

focal length F of 80 mm.

The telescope is used to collimate the beam, with a 5mm

diameter. The nutator then reverses the beam direction and

brings the return back along the opposite side through the tele-

scope again.
There are a few innovations which further simplify the

design. The input beam with the tagged central subaperture is

reflected, aligned and focused on a negative field lens which

will create an image of the pupil between the galvanometers. The

reference beam will be introduced through a 10 i.m diameter hole

in this mirror. This pin hole in the reflective coating will

filter the reference beam, absolutely define where it is, and en-

hance, to a small degree, the response of the system to small

targets. The reason for this is discussed in Section 6.

There is one problem in the design that has not been

resolved. The aplanatic solution is correct for a location of

the stop at the center of curvature. The galvanometers could he

placed at these locations.

The field lens mirror that would be required would be

an anamorphic toroid which for an 80 mm focal ]ongth Scthwarz'-li(
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d*sign would have a focal length of + 72.73 mm, to image the

pupil which is 800 mm upstream, on the first galvanometer and

-123.5 mm to place the orthogonal image on the second galvono-

meter.

The result yields a 5 mm pupil image on the first

galvo, but because of the telescope, creates a 39.8 mm pupil

image on the second which is too great. Thus the use of galvos

in the expected stop locations and proper imaging through them

is not possible because of the size limitation on high speed

resonant galvanometers. Fortunately, the field of view is small

so that actual deviations from the rays shown in the figure about

the stop locations are small and any astigmatism that might re-

sult from these small deviations about the proper alignment off

a is should be small.

Residual aberrations can be balanced and, providing a

means for rotating the wavefront and reversing the sign of the

astigmatic terms would be desirable. For this reason, and to

keep the galvanometers close together, a single mirror plus the

two galvanometers are located in the collimated space.

The last fold mirror out (,f the relay telescope is

mounted on a piezoelectrically adjustable mount. This is used to

lock the reference beam on the pyramid. The focusing beam now

proceeds to the pyramid where it is reflected from the four
faces. The telescope itself forms an image of the pupil 115.8 mm

from the apex. Consequently, a simple negative element, f

-41.6 mm, at 80 mm from the pyramid will magnify the pupil 7.17X

onto the detector lenticular array 257 mm away. A hyperbolic

figure is probably required but the size of the field on the mir-

ror of 2.5 mm is so small that a spherical surface may be suffi-

cient. At this point in the optical path, the optics serve only

to get the signal to the right detector and performance is not

(17



critical. The arrangement of elements in the layout is compli-

cated only because of the need for the reflected beams to miss

occluding structures.

The design requires a minimum number of elements, two good

spherical mirrors, 5 negative spherical mirrors, and a few fold

mirrors. It is completely free of dispersive elements. Even

the beam splitter and its loss has been replaced by a signal en-

hancing hole. The result is an optical system that is very ef-

ficient. If yttria protected silver mirrors are employed, the

mean reflectance from 0.44 to 0.84 Vm will be 0.984. With twelve

reflections, the transmission will be 82.4% from input to the de-

tector.
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5.0 SIGNAL PROCESSING ELECTRONICS

The Large Scale 13 Sensor (LSI 3 ) electronic processor de-

sign is intended to minimize operator intervention. Novel fea-
3

tures of the LSI are exploited to permit automatic system cal-

ibration, extensive self test, and automatic dynamic alignment

during system operation. These extraordinary capabilities are

in addition to a signal processor architecture which totally

eliminates subaperture level electronic components and adjust-

ment. This proprietary architecture results in a considerable

reduction in circuitry compared to the traditional processor

per subaperture approach.

5.1 Processor Architecture

The architecture of the LSI3 electronic signal proces-

sor is based on the fact that high speed digital memory is the

simplest, most reliable, and least expensive electronic compo-

nent to use for the design, fabrication, operation and mainte-

nance of a large scale signal processor. Digital memory coupled

with high speed digital arithmetic elements permits Time Domain

Multiplexing (TDM) and this sharing of processing resources min-

imizes the circuitry required for signal processing. An addi-

tional positive feature is the inherent flexibility of program-

mable digital arithmetic elements.

There are three major subdivisions to the LSI 3 elec-

tronic processor. These are the Front End Processor (FEP), the

Programmable Algorithm Processor (PAP), and the System Super-

visor Processor (SSP). Figure 18 illustrates the data flow

among the processors.

5.2 Front End Processor

The FEP digitizes, normalizes and buffers the detect-
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ed signals. These functions are performed serially at the de-

tector readout rate (10 MHz for 256 suhapertures). Figure 19

illustrates the pipeline approach to the FEP.

The processor architecture was designed so that any

of the large scale (up to 256 -;ubaperture) detectors selected

for use in a system as described in the next section, can be

accommodated. The only changes will be in the detector

preamplifiers.

Each detector array requires a charge sensitive pre-

amplifier. For the Reticon RL256C Solid State Line Scanner

(SSLS) the maximum charge on any photodiode is approximately 4

picocoulombs. With 10 MHz readout, the resulting current is at

most 40 nanoamps. The preamplifier is mounted in close proximi-

ty to the diode array and connected via carefully shielded

cables to eliminate noise currents due to stray magnetic fields.

The SSLS preamplifier block diagram is given in Figure
20, and Figure 21 shows the timjing sequence for charge

readout. Each photodiode is precharged to +5V and incident

electrons deplete this charge. The output signal is the current

required to recharge the diode. fienre, the current to voltage

converter output is negative spikes, as shown by VI of Figure
21.

These spikes are integrated and buffered by the sample

rd hnid (S/H). The two SSLS output. (even numbered photodiodes

on one, odd numbered photodiodes on the other) are combined at

the analog multiplexer and sent to the analog to digital con-

verter (A/1).

The A/D is an integrated circuit, 8 bit unit of com-

mercial manufacture and capable of 30 Mhz conversion. The 20

MHz readout rate is well within the A/D capability. After this

digitization the detected signals are transmitted via 80 MHz

tiber optic cable to the normalization and buffer sections of

th(' FLIP. Thus, a minimum of eloctrnnic circuitry is mounted

wj r.h the opti(cal package.
tl
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Figure 21. Solid state line scanner pre-amplifier timing.
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This minimum circuitry consists of a 'clock driver

c:ircuit, a +5V regulatur, two preaipLifiers, two integrators,

two S/I, one A/D, and one fiber optic transmitter per detector

array. The total is approximately 50 integrated circuits which,

with cables, weigh less than a kilogram.

The remainder of the FEP is installed in the same card

cage as the PAP. This remainder consists of 2560 bytes of mem-

ory and two arithmetic elements per detector array. The memory

is organized as two segments of 256 bytes each (one byte per

subaperture) and two buffers of 1024 bytes each (four bytes per

subaperture).

The first 256 byte memory is ccnnected to an 8 bit

digital adder. As each digitized photodiode output is acquired

,y the fiber optic receiver, it is latched and the dark signal

contribution is removed. The dark signal for each photodiode

is stored in a separate memory location of the 256 byte RAM.

These RAM constants are determined and loaded by the SSP (see

Section 5.4).

After dark signal subtraction, the new 8 bit word is

latched and the photodiode output is corrected for nonuniform

responsivity of the detector system. This correction is im-

plemented as an 8 bit multiplication using a separate normaliz-

tng factor for each photodiode. 1he normalizing factors are

z.Ldred in a 256 byte RAM and again, the RAM constants are de-

termined and loaded by the SSP (see Section 5.4).

The 8 bit output of the multiplier circuit is stored

in one of the two 1024 byte bufter memories; the other W024

byte memory is supplying data from the previous nutation cycle

to the PAP. The 1024 bytes are sufficient for 4 samples per

nutation cycle per photodiode (256 photodiodes). The data en-

tering the buffer memory is

D( i,k) =  H( i )*t(;i) - )

7 5 I



where P(i,k) is the kth time sample (1 < k < 4) of the ith pho-

todiode, D(i) is the ith dark signal, value and R(i) is the ith

responsivity correction constant. Thus, the buffer is filled

with the output data of the FEP.

The FEP is a pipeline processor with 6 stages to the

pipeline. The first stage is the charge sensitive amplifier and

the integrator. The second stage is the S/11 unit and the A/D.

The third stage is the fiber optic transmitter-receiver. The

fourth stage is the dark current removal addition circuit. The

fifth stage is the responsivity normalizing multiplication cir-

cuit. The sixth and last stage is the buffer memory. Data

moves from one stage to the next at 100 nS intervals and hence

each photodiode output is amplified, digitized, and normalized

600 ns after readout.

The FEP pipeline is four bytes wide, one byte for

each detector array. All four data bytes are processed simul-

taneously and synchronously; thus a single RAM address generator

and a single SSLS clock generator are adequate for all four de-

tector arrays. The digital portion of the FEP (i.e., that por-

tion of the FEP not mounted in the optics package) reqluires ap-

proximately 150 integrated circuits, all operating at a 10 M1z

clock rate. All circuits are commercially available.
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5.3 Programmable Algorithm Processor (PAP)

The digitized photodiode signals must be processed in

order to extract the subaperture tip/tilt information. There

exist various algorithms for extracting this information (see Sec-

tion 5.3.2), but all algorithms are similar in that they involve

linear combinations of the 16 detected signals (four detectors/

subaperture and four time samples/detector)followed by two ratio

computations. The ratio computation (division) normalizes the

tip/tilt measurement and hence the final tip/tilt value is inde-

pendent of optical power. Since all of the algorithms possess

similar computation requirements, the Synchronous Centroid Sam-

pling (SCS) algorithm is used as the processor example. Figure

22 illustrates the computation requirements of the SCS algo-

rithm.

Two approaches to algorithm implementation were con-

sidered. The first to be presented, full pipeline processing,

is straightforward but relatively inflexible. The preferred ap-

proach, multiple microprogrammed processors, possesses more com-

plex timing but this is more than offset by the inherent flexi-

bility of microprogramming. Either approach is practical with

commercially available circuits.

5.3.1 Pipeline processor. A fully pipelined proces-

sor requires a separate pipeline stage for each arithmetic op-

eration. A pipeline stage consists of a primitive arithmetic

function and a data register (latch). Figure 23 illustrates the

pipeline implementation of the SCS algorithm computation.

The SCS algorithm requires three primitive arith-

metic functions. These are complement (output = -input), sum

(output = inputl + input2), and a divide primitive (shift/sub-

tract circuit). Each latch acquires a new data word at 100 o s

(10 MHz clock) intervals and all data latches are clocked simul-
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Q2 ARRAY Qi ARRAY

P DIRECTION
.1 QL

OF
NUTATION

t(3) t(1)

Q3 ARRAY t(4) Q4 ARRAY

th
(n) is n (1 : n s 4) sample period during a nutation cycle.

th th
Q (n) is n sample from m (1 m _ 4) detector array.

Let Si = Ql(2) - Q4(2) lst level
S2 = Q4(4) - Q1(4) 1st level
TI = Si + S2 2nd level
S3 = Q2(2) - Q3(2) 1st level
S4 = Q3(4) - Q2(4) ist level
T2 = S3 + S4 2nd level
XN = TI - T2 3rd level, x numerator
XD = Ti + T2 3rd level, x denominator

Therefore

X = X 1 XD x tilt

Similarly

S5 = QI(l)- Q2(1)
S6 = Q2(3) - Ql(3)
T3 = S5 + S6
S7 = Q4(l) - Q3(l)
S8 = Q3(3) - Q4(3)
T4 = S7 + S8
YN = T3 - T4
YD = T3 + T4

Y = YN/YD

Figure 22. SCS algorithm computat on.
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taneously, Thus, the data for each computational step ripples

through the processor as if the data were water flowing in a

pipe. The time required for data to pass from input to output

is 100 ns x number of pipeline stages, which, in this case, is

13. The first subaperture data is available 1300 n after the

nutation cycle, the second aperture data is available 1700 ns

after the nutation cycle, the third is available 2100 ns after

the nutation cycle, etc.

After pipeline processing, the data is stored in

one of two 512 byte buffer memories; the other buffer memory is

supplying subaperture tip/tilt data to the deformable mirror

control circuitry. These two buffers interchange their roles at

the end of each nutation cycle. The 512 bytes of memory are or-

ganized as 256 bytes of subaperture x tilts and 256 bytes of

subaperture y tilts.

This pipeline processing technique is the most

straightforward approach to algorithm implementation. However,

the algorithm is defined by the interconnections of the primi-

tive arithmetic elements, i.e., by the wiring. Even minor

changes to the algorithm would require hardware revision and

possibly refabrication. For instance, spatial or temporal av-

eraging of the subaperture data would require extensive modifi-

cations and additions to the pipeline processor. Furthermore,

any averaging implemented by hardwired pipeline processing would

involve fixed filter characteristics. Thus, a hardwired filter

could not be changed to adapt for differing signal to noise ra-

tios or changing seeing conditions.
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5,3,2 Microprogrammed processor. Flexibility of al-

gorithm definition is a desirable feature for the LSI 3 subaper-

ture signal processor. Commercial bit-slice circuitry has ad-

vanced to the stage where microprogrammed arithmetic elements

provide a practical mechanism for programmable algorithm defini-

tion.

The Programmable Algorithm Processor (PAP) is de-

signed to implement any subaperture signal processing algorithm

for which the output signals are a linear combination of the in-

put signals.

The heart of the PAP is the Am29203 four-bit ex-

pandable microprocessor slice (See Figure 24). This device is

a 48 pin integrated circuit containing 16 storage locations and

an Arithmetic Logic Unit (ALU). The storage locations and ALU

are equivalent to the latches and primitive arithmetic functions

of the pipelined processor. However, the PAP algorithm is de-

fined by a sequence of 32 bit control signals where the pipe-

lined algorithm was defined by wires. The 32 bit control sig-

nals (called the microcode) are stored in a RAM and hence the

PAP algorithm can be modified by changing the contents of this

RAM. Figure 25 illustrates the block diagram of a micropro-

grammed PAP element.

To illustrate the flexibility of microprogram-

ming approach, consider the implementation of the SCS algo-

rithm. Figure 26 illustrates the microcode required to dupli-

cate the pipeline processor of Figure 23. Each line of micro-

code requires 100 n-; for execution. The entire SCS algorithm

(less the division) requires 16 operations or 1600 n1s. A 10

kHz nutation, 400 subaperture system requires output at 100 ns

intervals, so a full 256 subaperture system would require four

arithmetic elements as shown in Figure 25.

81



BLOCK DIAGRAM

A M. .11 go. 3
C>- ^DURESS ADDRESS

RAIA WFIITkE LlPiAs Cp w
A 

B4 DATA OUT DATAGUT

4 Am"283 ONL V

Cp t LATCH LATCH k co
A.,21M

ON, V '* 4

DAG-34NOTEII 
4 F

C>- C*0-3

CA 
S mux "UX S .0

4,

Ro 2 3
PMVR C.

ALU

9 lo i
C-41

1101 0100
ALU 0

-"'-R 
SNIFTER

0'03

CP REG'ISTEFI

4 1 

41
Ell

INS Plucylopd z 0 VO 3
I)ECODE "'o E 21

lp 
CIP

low, E fl

vCC

ONLY

NOW I DAO-3 IS WOA011*10n An'2M. bull it IwO port on AT?92W

2 OnAmQMmwoWW*cmwWIoY shot W*OEy Duffer

Firurt, 24. AN12903 hit slicf circuit.

82

f



LO) 04 :< Of

C'.\,

C),

00o co 1

LOL

*n C) -

UII (1 "J-

83Z



Qm(n) is nt h time sample from mt h detector array.

Input R5 = 0l(1) - Q2(1) S5

R7 = Q4(l) - Q3(l) S7

RI = QI(2) - Q4(2) Sl

R3 = Q2(2) - Q3(2) S3

R6 = 02(3) - QI(3) S6

R8 = Q3(3) - Q4(3) 58

R2 = 04(4) - Ql(4) S2

R4 = Q3(4) - Q2(4) 84

(Release input bus)

R9 Ri + R2 T1

RIO R3 + R4 T2

R111 P9 +RIO XN

R12 P9 - RIO XD

R13 P5 + PG T3

R14 R7 + R8 T4

R15 R13 - P11 YN

11G P13 + R14 YD

Figure 26. PAP iicrocode tfr S('S algorithm.
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Now consider an algorithm change, specifically a

derotation as described in Section 6. The pipeline processor

would require refabrication in order to implement this function.

Two new primitive arithmetic elements (a multiplier circuit

and a derotation memory) would be required. The microprogrammed

processor would require only a change of microcode, i.e., a

softward change. Figure 27 shows the new microcode required to

implement the SCS algorithm plus derotation. This new microcode

requires 2400 ns, so six arithmetic elements as shown in Figure

25 would be required.

The PAP uses multiple identical programmable

processor elements in place of arithmetic hardware dedicated to

each subtask of the algorithm processing. The inherent flexi-

bility of programmable processors is easily exploited because

new microcode can be loaded in a single nutation cycle. The

programmable processors can employ temporal or spatial filter

functions, and the parameters of these filters can be changed

easily to accommodate the signal characteristics (SNR, seeing,

turbulence bandwidth, etc.). The filters could even be changed

instantly during a data run simply by switching to a different

block in the microcode RAM.

Figure 28 illustrates the PAP architecture. The

FEP buffer memories connect to a 32 bit input data bus. The

processor elements access this bus sequentially, i.e., Pl ac-

quires the data from subaperture 1. While P1 processes this

data, P2 acquires the data from subaperture 2, etc. All proces-

sors execute the same microcode, but each processor is out of

phase with its neighbors. This arrangement is effectively a

pipelined instruction (not pipelined data) architecture be-

cause any given microcode step is executed first by 111, then by

P2, then P3, etc. By ()rganizir,; the processors in this manner,
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Qm(n) is nth time sample from mth detector array.

Input R5 QI(l) - Q2(1) S5

R7 Q(4) - Q3(l) S7

R1I Ql(2) - Q4(2) S1

R3 Q2(2) - Q3(2) S3

R6 Q2(3) - 01(3) S6

R8 Q3(3) - Q4(3) S 8

R2 Q4(4) - 01(4) S2

R4 Q3(4) - Q2(4) S4

(Release input bus)

R9 = RI + R2 TI

R10= R3 + R4 T2

R!1 = R9 +RIO XN

R12 = R9 - RIO XD

R13 = R5 + R6 T3

R14 = R7 + R8 T14

R15 = R13 - R14 YN

R16 = R13 + R14 YD

RI = I * Rl1 KI = Sin(,.)

RI = R1 - K2 * R15 K2 = Cs()

R2 = KI * R12 = derot ti(n

R2 = R2 - K2 * R16

R3 = KI * 111

R3 = 3 + K2 * R111

114 KI * It16

14 = 1T + K2 * 1?12

Figure, 27. r)!P micr(c()d(, for S('S algtirithm and dhro t i<,n.

6LG



C\j c

C\J

cno

c'J

-9 c
cOf

C:~

C\C,

'161



there is never a condition where two processors simultaneously

require the same shared resource (input bus, output bus, etc.).

Thus, each processor element is invisible to the other processor

elements.

The number of microcoded processor elements re-

quired is dependent on the length of the microcode, i.e., the

complexity of the algorithm. For 256 subapertures and 10 kHz

nutation, the requirement is one processor element per four mi-

crocode steps. Eight processor elements identical to the illus-

tration of Figure 25 would be sufficient for 32 microcode steps

per subaperture. Programmability makes each element extremely

powerful and 32 steps are more than adequate for all algorithms

under consideration.

5.4 System Supervisor Processor (SSP)

The SSP supplies general purpose intelligence to the
3

LSI Sensor. The heart of the SSP is a commercial microproces-

sor, the microNova (see Figure 29). The SSP controls the LSI 3

processor initialization, self test, calibration, nutator mir-

rors, dynamic subaperture alignment, and autolock.
3

When the LSI Sensor is turned on, the SSP will down-

load the microcode to the PAP and will download the calibration

constants to the FEP. This control information will he used to

execute a self test of the processor functions. The full aper-

ture reference LED will be pulses and all detect(r system ele-

ments (thermoelectric cooler, magnetic focus, solid stale lin,

scanner, preamplifiers, and A/D converters) will be verified ()p-

rational.

The SSP will then verify the PAP functionality [)% ap-

plying arbitrary subaperture signals to the inpul bus ad ,xam-

ining the PAP outputs. This test (f the, FYie P and PAP will 1
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automatic and will require approximately one minute.

If desired, a detector calibration can be initiated.

This calibration will use the internal reference LED as an op-

tical source to calculate dark signal and responsivity for each

cell of the four detector arrays. The new calibration constants

will then be sent to the FEP. A full calibration will require

approximately five minutes.

The LSI 3 Sensor will then begin supplying subaperture

tilt data. While the FEP and PAP are totally occupied in this

task, the SSP is free to monitor the subaperture reference LED

signals and will maintain the subaperture alignment using the

magnetic deflection elements in the detector arrays. The SSP

will also monitor the full aperture reference LED signals and
3maintain the LSI optical axis alignment using the autolock mir-

ror. The subaperture alignment will not intrude on the wave-

front sensing computations; however, the optical axis alignment

will involve loss of data for a full nutation cycle. When the

full aperture reference LED is pulsed on, the input optical sig-

nal is lost. Thus, a nutation cycle is stolen for the dynamic

alignment function. A loss of one cycle in 32 would be adequate

for 100 Hz dynamic alignment control.

The SSP will also monitor and control the nutat ion

mirrors. The nutation radius can be varied to optimize the sig-

nal to noise ra-io. It is even possible to use d1fferent am-

plitudes on the .- and y nutators for independent opt inji zat ion.

Since the SSP controls the P.AlP microcode, any tip/tilt scale

changes to dynamic nutati on control are easily and automatically

removed by the m icr()coded processor elements.

The exact definition )f th- SSP tasks will change dur-

ing the 1SI fabrication and instal lat ion. Nut at ion and opti ca i

alignment. parameters are very dependent on the tc1 ,sc(,p ,w t
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The bandwidth required for dynamic subaperture and full aper-

ture alignment is dependent on the telescope mechanics, The

self test and calibration procedures may require expansion to

include other elements of the overall optical system. Since

the SSP functions are defined by micronova programs, the SSP

control parameters can be easily modified in software without

hardware refabrication. This designed-in flexibility is typical

of the LSI3 signal processing system.
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6.0 DETECTOR STUDY
3

The four detector planes in the LSI sensor are not limited

to a specific geometric configuration of detectors, as are the

quad cell arrays for the 1 sensor. Therefore, a wide choice of

possible off-the-shelf or special devices may be considered for

the detector arrays. The detectors must meet compensated

imaging requirements and provide a high speed serial output in

order to achieve a configuration with a minimum number of com-

ponents. High quantum efficiency and a photon limited signal-

to-noise ratio can be obtained, in general, only by the use of

photomultipliers or similar devices. The high speed serial

output sensors that are available and which meet the minimum

hardware requirements are the integrating sensor arrays such as

the CCD's and self-scanned diode arrays.

The marriage of silicon arrays and intensifying devices

would meet the objectives of the program. This is the subject

of this study.

The variety of methods of intensification and transferring

the resulting charge that is generated to a detector can be

categorized by the method of coupling the amplifier to the

detector. These categories, including direct (nonintensified)

photon detection, are

(1) direct mode: nonintensified direct photon detection

(silicon arrays);

(2) electron bombardment (EB) mode: the photo-electron

is accelerated 20 kV to 30 kV and strikes silicon, directly

creating electron hole pairs;

(3) photon coupled mode: the photo-electrons are amplified

in an intensifier and strike a phosphor. The photons emitted

are then fiber optically coupled to the array.

(4) Electron coupled mode: the detector array is designed

as an array of anodes to collect the current generated by an
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intensifier.

(5) Discrete element arrays: this stands for photomulti-

pliers and represents a fall back position that can be used for

small arrays for breadboard purposes.

These categories, which will be discussed in detail in

the following sections, are illustrated in Figures 30 through 34.

The complications are a consequence of applying means to pre-

serve all of the photoelectrons that will be generated at

a cathode, or to permit the use of existing commerically avail-

able devices. The conclusion of the following study was that

the configurations of Figures 31b and c were optimum for the

LSI 3 system, and that photomultipliers, Figure 34,would provide

a cost effective solution for small breadboard systems.

The quantities required for evaluating the various methods

are simple.

(1) Detection quantum efficiency (QE = n): sensitivity

of cathode or fraction of photons yielding a photoelectron.

(2) Collection quantum efficiency (n ): fraction ofc

photoelectron pulses that get to detector.

(3) Noise factor: a consequence of variation of gain in

intensifying devices.

(4) Detection noise (qe).

The phase variance of all of the wavefront sensors including

those not studied in this program are given by

2 f(object,sensor) (20)

(SNR)
2

2In the photon countinglimit, (SNR) = number of detected

photons, Nd, which is given by Ntotal nn./F. Thus, the phase

variance is proportional to
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Figure 30. Direct detection coupling
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Figure 31. Electron bombardment coupled.
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CHANNEL PLATE
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Figure 33. Anode arrays.
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F ( +ne/g (nnc (1

where ne is the number of noise electrons and g is the- gain.

Going back to the five sensing systems, we find a basic

difference in the sensing employed. In the first category,

almost all photosensitive methods are applicable. Basically,

however, because of the devices, silicon is the main contender.

In all of the other categories, the same photocathodes are

required. Thus, for comparing the last four categories, a

simple value of n will be sufficient and it could be ignored or

simply set to 1.

Since n is a function of wavelength, the evaluation of

detectors in case (1) is complicated by the fact that we must

integrate over the bandwidth and consider the effect of

wavelength on the measurements.

.1 Direct Mode Systems

We are concerned here with the efficiency of simple

silicon based sensors and will analyze CCD's, the CID and the

self-scanned diode array. The possible value of these devices

over current photocathodes can be seen by comparing the number

of photoelectrons that will be generated. The detector sensiti-

vities and the solar flux as seen through the atmosphere is

shown in Figure 3b. The total photoelectron count for the

different sensors integrated over the spectrum is decidedly

better for the silicon array. The result of the integration is

given in Table 4.

The plain silicon devices are seen to be five to ten

times more productive than the cathodes that provide photoelec-

trons for intensification.
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The accuracy of tilt measurements in a quantum limited

systems is dependent on object image size and on the resolution

of the optics. If the object image width, including diffraction,

is approximated by
2 = 2

image = a obj + (X/D) 2  (22)

where D is the full telescope aperture, and the power received

in a measurement with a subaperture L is given by

Bab 2L 2  
(23)

Baob jL

where B is the brightness, so that the number of photons is

Ba L2n/hv (24)

the variance on a tilt measurement is proportional to

a2  {aob 2 + (X/D) 2} (25)

(hv/XBL2 ){l + (X/D)(i/aobj)}

We find that, if the quantum efficiency is constant for all

targets of interest, aobj > X/D, the accuracy will improve

with wavelength. If the sensitivity is constant, then the

number of photoelectrons is Ne = S-Pd and it is important

to measure over as wide a spectral band as possible.

The tilt variance induced by the atmosphere is given

by

(1/2) <a-a> = <a 2 > <a y 2 > = 0.975(F/k)2 [D (2a)}!(2a)2

(26)
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where the structure function for the aperture is D (2a) and is

given by

C

2.9k'rS/3 C (z)dz. (27)

0

The function is independent of wavelength, thus it

does not matter what wavelength is used for a wavefront tilt

measurement, In a shearing interferometer, where optical

phase i& measured instead of tilt, long wavelength measurements

are less effective than short because the tilt is given by

}'1iL so that the tilt variance is

2 (X/L) 2 0 2  (X/L) 2 (I/N) (28)

The result of this is to reduce the effectiveness of some of

the wider sensitivity cathodes. This is shown in the second row

of Table 4.

If tilt and phase measuring sensors were to use the

same cathode, the other considerations described in Section 3

on performance would apply. The increased capability of a tilt

sensor to utilize wide optical bandwidths effectively will

produce an improvement in tilt variance by factors of 3 to 5

if opaque cathodes can be used.

Another possibility, if a suitable geometry can be

devised, is to use opaque cathodes such as GaAsP (Varian's S-

type cathode) which has a quantum efficiency of 40/ at 450 1m

(theoretical maximum for a cathode is 50%). The relative number

of photoelectrons and the improvement in variance are given in

the last column of Table I. The improvement in performance is

sufficiently great to warrant consideration of a special tube

design.
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The silicon devices are still a great deal more

effective. The SNR for CCD's can be quite large for moderate

signals because of the small number of rms noise electrons

that can be expected. Some CCD's have as few as 30 noise

electrons/bucket. The reticon arrays can be held to 800.

The phase variance for a nonintensified diode is

2a2 ne + N Si (9

NSi

when N is the number of photoelectrons seen by the diode, and

9 are the noise electrons.e
For the intensified diode

2 (3)

N} cathode

when Ncat is the number of cathode photoelectrons. Using the

ratios Si/bi-alkali of 11.5 and 5.28, obtained from Table 4,

we can find the minimum count and rate below which intensifica-

tion is required for various readout noise levels. These are

given in Table 5.

Since the flux for CI objects and similar cathodes

provides from 104 counts/sec to 5 x 107 counts/sec, we find

that intensification will be required.

This is not an absolute conclusion, however. At the

low noise levels, the CCD is very competitive. From 10 to 30

noise electrons per sample (NES) have been reported in buried

channel CCD shift registers. In the Fairchild 256 linear array,

noise levels of 150 electrons per charge packet have been

obtained, and, at low temperatures (160 K) at telephone rate

(15 kHz), the NES was about 25.

Consequently, although the present conclusion indicates
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TABLE 5

Bi-alkali cathode counts and rates to be exceeded if
nonintensified arrays are to be superior (25 us
integration time).

If Si/BiA ratio is

11.6 5.28

Count Rate Count Rate

Best CCD 5 0.21 8 kHz 1.1 44 kHz
10 0.83 33 kHz 4.4 177 kHz
30 7.45 298 kHz 39.8 1.59 MHz
100 82.8 3.3 MHz 443 17.7 MHz

Reticon 300 745 30 MHz 3,980 159 MHz
1,000 8,282 330 MHz
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a need for intensification, the matter is not entirely closed,

and the future development of CCD's should be watched carefully.

The comments on CCD geometry in the following section are as

relevant in choosing a detection technique as the question of

sensitivity.

There is one further consideration; cathodes are

improving and it may be possible to obtain 50% quantum

efficiencies in the future as the development of III-V cathode

materials proceeds. If this happens, cathodes with intensifica-

tion will be superior.

6.2 Geometries and Processing Requirement

Before discussing the coupling techniques for the

EB mode or the photon-coupled mode, a discussion of the geomet-

ries of the arrays and the processing required is desirable in

order to define how to use them.

The specifications that apply to the devices are

simple. Each array must be read out every 25 psecs in order

to provide a complete data set at a 10 kHz rate. The number

of elements in the array then are limited by the speed of the

device.

High speed devices provide 10 MHz video (and some

as high as 25 MHz), consequently, 256 element arrays can be

used.

Four different kinds of arrays are to be considered.

These are (1) buried channel charge coupled devices, BC-CCD;

(2) surface channel charged coupled devices, SC-CCD; (3) the

charge injection device, CID; and (4) the self-scanned diode

array, SSDA. Some of the characteristics of the first three

of these are summarized in Tables 6 and 7.

The devices that are commercially available are rela-

tively large area arrays, 100 x 100, being typically the smallest
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TABLE 6. COMPARISON OF SURFACE CHANNEL AND

BURIED CHANNEL*

SURFACE CHANNEL BURIED CHANNEL

Limiting temporal noise Surface trapping Bulk trapping
> 100 electrons > 10 electrons

Limiting pattern noise Nonuniform Nonuniform dark
background current, limp,
> 100 electrons sensitive

Detectivity limit > 100 electrons > 10 electrons

Speed limit < 10 MHz -u 25 MHz

TABLE 7. TRADEOFFS BETWEEN FRAME TRANSFER CCD,

INTERLINE TRANSFER CCD, AND CID AREA ARRAYS*

FRAME TRANSFER INTERLINE
CCD TRANSFER CCD CID

Versatility Front or back Front only Random read-
illumination illumination out, front

illumination

Sensitivity High silicon Lower quantum High quantum
quantum efficiency efficiency
efficiency

Problems High speed Complex cell Pattern noise
vertical
transfer

*D.F. Barbe, "Charge Coupled Device and Charge Injection
Device Imaging," IEEE, Vol ED23, 177 (1976).

107



in CCD arrays, and 32 x 32 in the SSD arrays.

Devices taat have as few as 256 elements that can be

read out at the required rates are limited to linear arrays.

It is possible to obtain custom arrays at a cost.

We have not pursued this except for an anode array discussed

below in Section 2 because we found no reason to do so.

The structures of four area arrays are shown in

Figures 36, 37 and 38. The first of these is a buried channel

CCD, the Fairchild 190 and 244 area imager. Since the photosite

region is separated from the transfer lines, the device is

relatively inefficient. In this case, the image area is 14 x 16

providing a sensitive area utilization of only 46'. There is a

second problem; only every other photosite is read out at any

one time. The array is interlaced, all of the even numbered

cells "A" are read out in one frame, and then, once the transport

channels have been cleared, the other frame would be read out.

The result of such a readout would be two sets of data which

would have to be processed differently. One set of data would

integrate from Oto90, the other from -45o to +450, then 90o to

1800, and 450 to 1350.

The geometry, providing two cells in one direction

and only one cell in the other, is difficult to use because the

subapertures are square. Thus, two cells and a blank space

would cover one suhaperture. On chip addit ion could be used

to consolidate the subapertures. Instead of s4hifting out all

of frame A before reading "rame B, one could shift one pulse

vertically, then transfer frame B, thus adding A and B1 into

the same bucket. This technique was successfull' used by the

author in a CCD wavefront sensor for another project.

The readout of a 32 x 16 array COuL 1( hen proceed at

a 10 MHz rate or slightly faster to make up fo)r th, 1ran.sfer

times.
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The subaperture areas would be 30 x 36 1.m. The trans-

fer of frames A and B would occur just before and after the

desi red transfer time to average the errors out.

The buried channel device with its- caIpabi lit\% of

adding the contents of a photosi te to a transport line bucket and

then to read out at high pedallows the arra% to he used as-,

a smaller array. If only one corner of the array is used,

and if at part of transfer pulses are given after 256 vertical

and horizontal transfers, then the area observ'ed wvill be t he

sum of the sets of 32 x 16 elements that can be extracted. Th e

pul sing sequence is shown in Fi gurte 38 where the met hod i s sh;Iown~

for at 4 x 4 subaperture set out of at 20 x 8 array. The( array is

masked so that only the lower left hand corner can receive ail

exposure. All of the other photosites will generate a dark

current which would add to the readout and which will need to

be suppressed by cooli ng. The readout sequence is in it iat ed by

shifting all of the charge in the even cells into the vertical

shi ft buckets. Then, after one vertical shift, all of the( odd

cell charges are added t o the( even cell charges. The next

vertical shi ft brings the line, oif the first suam into the hori-

zon1tal buicke ts. This l ine is read out u.-s ng four pulIses. At

this poiint , the fifthi hor'i zontal bucket is the f irst posit ion

and, on the next vert ical transfer, wil i rceive the charge

contents of vert ical cellIs 3 andi( .1. This iga w il h e added

to the dlark current from celI Is I and 2 ini co I umn 5. It' t hi" I-,

sinallI, the add it ion wilIl be trivial and the( resul t will be as i I

a1 4 x 4 array had been used. 'Ihore is, vry litltle time lost in

the process. Three pulIses are iequired i or ccl 1 addi tion, 41 tor

vertical and lb Fot, horizontal I aisi''s Ita of 2:3 t itli

increments lot' lb elemelit-. In at 16 x 1G %( aSat we sI I hzive

31 for ad(I t jin, lb toi' vi-t~ Lical adl 2.56 1~ -,t~nIa I lhi I I s,

requi ring 275 pulsews ill all. The t'esitl I 1.-, :1itI (.le I yev Inlcre
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in the cell size by 2X, a reduction in the size of the array at

a trivial cost in speed. The process can be extended to enlarge

the added pixel size further to yield 4 x 3 element subapertures,

for example, but at a cost reduction of 3 in video bandwidth

(but not 12, one dimension being compensated but not the

horizontal), which is fixed by the readout rate.

The smallest Fairchild area array presently available

is the CCD 211 with 244 x 190 elements with 18 pm vertical and

30 pm horizontal spacings. With two-fold additions, the cell

size would be 36 x 30 Pm. The collection efficiency is 47%.

The dark current in each output bucket, because of the

repetition addition averages over about 85 elements, is the

same as it would be in normal video use, and would be 0.3% of

saturation.

The Fairchild 244 x 190 device can be driven at 15 MHz.

The second configuration, the surface channel CCD, is that of

the RCA imager. In this device, there seems to be no structure

at all because the photosites are the transfer channels. The

device is 100% efficient because there are no covering elements.

Alternate photosites "A" accumulate the charge. The

intervening photosites "B" are biased slightly negative so that

charges generated in these regions will end up in the adjacent

site A or A'. Normally, the readout is interlaced, A then B,

but there is no need to do this here, as there is in the BCCCD.

The one difficulty in the method of transport is that

if the device is not blanked during frame transfer to the storage

area, charge will be accumulated during transfer, creating a

smear. In a 16 x 16 element array, the smear time will be 1/16

of the frame rate. Such smear may limit phase accuracy in one

dimension because the charges accumulate only in the biased

photosite.
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The biggest difficulty with the device is that it is

slow. The 3 MHz video rate would restrict the device to 75

subapertures or less. Finally, tricks such as those used on the

buried channel device cannot be used.

The third device, the CID manufactured by General

Electric, and the fourth, the self-scanned diode array made by

Reticon, are different from the CCD's in that the photosensitive

elements must be addressed sequentially. The entire field can-

not be addressed at one time, as it can with the CCD's. The

problem with sequential samples is that it places restrictions

on the algorithms that can be used. This problem will be dealt

with in the next section.

The structure of the CID is shown in Figure 39. The

design of a high speed device is shown here. The operation of

readout consists of transferring a charge from one capacitor,

the photosite, to another, and measuring the displacement

current. In the high speed device, the signal charge for a whole

line is transferred in parallel to the column electrodes which

are then scanned sequentially.

There is a problem of lag due to residual charge if

the injection is insufficient. This takes time and is the

limiting factor in speed of operation 5 MHz seems to be the

upper limit.

The photosite area of one 32 x 32 array consists of

43 x 43 pm picture elements. This is a slow array, however,

because of the capacitance. There is not enough data on avail-

able arrays to suitably characterize the device for the AWSC

application.

The Reticon self-scanning diode array is schematically

shown in Figure 40. Like the CID, each diode is addressed by an

x and y gate. The charge is sensed directly, however, and the
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Figure 40, SSDA block diagram, RL-256A.

*Reticon Corporation data sheet 27100
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diode is completely discharged. All of the photoelectrons are

collected on the diode. which, in the 32 x 32 array, are 100 " m

apart. In the area array, the sample rate is 5 MHz. The quan-

tum efficiency is high because there are not surface electrodes

which can create reflection losses, as in the CID. The basic

problem with the area array is the high video line capacitance

of 100 pt. This produces a larger ICTC noise and a NES of

about 500 electrons.

The problem with all of the area devices is the un-

availability of small arrays. Only the buried channel CCD can

be used like a small array. Other than this case, a custom

design at an appropriately high cost would be required, which

may not be justifiable in terms of the few devices that would

actually be used in compensated imaging systems.

There are two linear devices that have 256 elements

that can be read out at rates of 10 MHz. These are the Fair-

child CCD 110/11OF linear image sensor, shown in Figure 41 and

the Reticon RL 256S SDDA's, shown in Figure 40. One version of

the Reticon C series arrays is expressly designed for electron

bombardment.

The CCD photoelement is small, 13 x 17 urm. The

Reticon element which has been specially designed for spectros-

copy is 25 pm wide center to center, and 430 Pm long.

Both devices are equally efficient optically, with all

of the photoelectrons collected in the photosite on a diode.

Both devices use two video lines carrying odd and even

elements separately. The big difference in the devices is that

all of the elements are shifted into the transfer line simulta-

neously in the CCD array.

In the Reticon device, the diodes are read sequentially

so that the integration period of each starts and ends at differ-

ent point in a nutation cycle.
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6.3 Signal Processing

The basic array options are the two linear arrays, the

Fairchild CCD 111, which can be photon coupled, and the

Reticon array, which can be used in the EB mode, and one area

array. The Fairchild CCD 211, or a CCD 202, a 100 x 100 element

array which is not made any more, can be used with the small

area sampling technique described above, and would be photon

coupled.

The signal processing that would be used for the CCD's

would be about the same, whether linear or square, except for

the transfer line clocking. In the photon coupling mode, there

will be a delay due to phosphor decay, which will affect frequency

response. But, this will not affect the use of the array. All

readouts will be done together in synchronization with the nuta-

tion cycle.

The signal processing for the Reticon array is more

complicated because of the fact that the diodes are read out

sequentially. This is the major concern. Otherwise, the

signal processing is quite similar to the CCD signal processing.

6.3.1 CCD signal processor. The CCD detector

selection is governed principally by the data readout rate.

For 10 kHz nutation, there are four readouts per photocell per

nutation cycle. For 256 subapertures, a 10.24 MHz readout is

required. This constraint immediately eliminates surface channel

CCD's because the transfer inefficiency increases dramatically

above 5 MHz.

The buried channel CCD (BC-CCD) architecture can

easily support the 10 MHz readout rate. The potential difficul-

ties in BC-CCD's include dynamic range, dark current, cell uni-

formity, readout noise, and preamplifier noise. These will be

dealt with separately below, using the Fairchild CCD 111 device

119



characteristics. It will be shown that the preamplifier is the

principal area of concern.

Dark signal. There are random electron hole

generations in the doped silicon used to construct CCD's.

These minute charges, called dark signal, are collected in the

cells exactly as photoelectrons would be collected. The statis-

tics governing this charge generation indicate that total dark

signal is proportional to integration time and is strongly depen-

dent on temperature.

For a 10 kHz nutation rate, the integration time

is 25 is. For a CCD Ill at 250 C, this integration time generates

a maximum dark signal of 3.2 x l0- 4 of VS, the saturation voltage.

This dark signal will halve for each approximately -18(C in

tempe rature.

Cell uniformity. CCD's are fabricated on rela-

tively large (approximately 1.2 mm 2 ) silicon dies using multiple

mask exposures. Large area diffusion inhomogeneities and mask

misalignments lead to nonuniform responsivities and nonuniform

dark signals for the various CCD cells and photosites. Dark

signal nonuniformity in the CCD ll is a maximum of 2 5' of the

saturation voltage. This nonuniformity is not due to time

domain statistical fluctuations but rather to device inhomogene-

ities. Thus, dark signal nonuniformity is removable in real time

as a separate dark signal parameter is stored for each cell.

The responsivities of the photosites vary by a

maximum of ±6%. Again, this is not a time-varying parameter and

hence is removable using a cell-by-cell scaling factor in the

signal processor. Using digital scaling with 8-bit accuracy,

responsivity uniformity can be reduced to, at most, 1 0.2%.

It should be noted that this scaling will most

likely not be necessary. The 13 sensor measures wavefront tilts

relative to an optical reference. The optical path and electronic
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processing are identical for the source and reference beams and

hence any responsivity scaling factors operate equally on two

measurements. If both measurements are scaled or biased equally,

then the difference signal will still indicate a proper null for

servo control systems. Thus, uncompensated responsivity nonuni-

formity should have no effect worse than approximately 10%

uncertainty in the absolute magnitude of the subaperture tilts.

Dynamic range. CCD dynamic range is specified

as the ratio of the saturation voltage to the peak-to-peak noise

equivalent exposure. This specification does not take into

account the dark signal or the dark signal nonuniformity. For

the CCD 111, the typical dynamic range is 500.

The AWSC I sensor will be designed for photon

noise limited performance. Thermicrochannel amplifier should

amplify the incoming signal to generate at least twice the

peak-to-peak noise equivalent exposure for each event, or about

5,000 electrons per photon. This is 8 - 12 times the rms CCD

noise signal and hence reliable detection of a single photon

is possible.

The dark current and dark current nonuniformity

also affect dynamic range. The dark current itself is negligible;

however, the worst case nonuniformity of 2.5% saturation voltage

results in a dynamic range of 40. This worst case value can be

made a negligible 1/2 the noise equivalent exposure by cooling

the CCD approximately 600 C to -350 C. Note that typical dark

signal nonuniformtiy is 0.5% of saturation. Cooling the CCD by

about I80C to +7OC will, in general, be adequate to remove all

dark current effects from the calculations. This is well within

the capabilities of thermoelectric cooling mechanisms.

By removing dark current effects, a dynamic range

of 0 - 250 photons is possible within the CCD. The system

dynamic range is at least this value times the AGC capabilities
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of the microchannel amplifier. With readouts of 40 kHz, this

yields a peak flux of 5 m. The AGC range needs to be only 10:1.

Readout noise. The transfer of charge from one

cell to another is not 100% efficient in a CCD. An electron

left behind by one cell will most likely be picked up by the

next cell)-and hence transfer noise is correlated from one cell

to the next but is uncorrelated from one readout cycle to the

next.

Typical charge transfer inefficiencies for BCCD's
are to 10. The total transfer is then S.N.. (for

N- << 1), where S is the total signal, N is the number of

transfers, and is the charge transfer inefficiency. The CCD

111 uses two output CCD's for the 256 photosites and hence

N = 130 transfers (the two extra transfers are to move the charge

from the photosites to the CCD's and from the CCD's to the out-

put). Thus, 0.0013 < N 1 0.013 and for a worst case of Nt =

0.013 and S = saturation voltage ( 250 source photons by system

design), the transfer noise of 0.013 x saturation is much less

than the photon noise of (250) - 1/2 = 0.063 x saturation. For

the photon noise limited system, transfer noise in a B1CCD is

negligib le.

Another source of readout noise is reset clock

feedthrough in the output charge detector-preampli fi ,r. The

charge detector is a diode which is precharged to a fixed voltage

by a reset clock signal. The diode potential then changes

inearly with the quantity of charge delivered from a (I) bucke t.

This potential is applied to the gate of an MOS output transistor.

Th- desired signal is the difference bt,ween thlt,

MOS transistor output during precharge and the MOS trails stor

output after the CC(D charge has been accumulated. Any chang, iIn

reset clock duty cycle or reseL voltag(' will direel 1v 14lct IIh

outlput during I ,-cha 'ge and hence this precliargi valute rnllS I he
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sensed dynamically.

The accepted method for this dynamic sensing is

correlated double sampling (CDS). At 10 MHz, CDS has the

disadvantage or requiring accurate capacitor charge-discharge

in 25 ns. The Fairchild CCD 111 removes this necessity by

supplying an on-chip dummy output which involves a precharge

diode and MOS output transistor identical to the on-chip CCD

preamplifier. Thus, the reset signal and the output signal

are available simultaneously and simple, nonstorage subtraction

is adequate to recover the signal. This output structure is a

strong positive feature of the CCD 111.

Preamplifier. The CCD Ill is 2.3 cm long by

0§.;, cm wide. This results in the two 5 MHz transport clocks and

the 10 MHz reset clock being physically very near (approximately

0.2 cm) the sensitive output and dummy output. Capacitive coup-

ling of the high speed clocks to the output is a sever problem.

However, this problem can be reduced with good engineering and

careful layout; no technological developments are required. The

newer lIOF has this clock at a different location.

All hardware, even breadboard, will require

double-sided printed circuit boards incorporating a ground

[,lane. Isolation etching around output pins will be required.

'rti iK ohm output impedences will immediately be lowered to

approximately 10 ohm using matched pair emitter followers.

The output and dummy signals can then be sent to a commerical

quality differential amp]ifier. The approximately 400 11V output

noise voltage of the CCD 1l1 will dominate any diffenlial ampli-

fier noise. After amplification, the differential signal can

safely Nhe sampled and held and converted to an 8-bil digital

signal .



6.3.2 Reticon signal processing. Tlh >it, , -

be considered in two parts, the electr(,nic I1I-1)('( .l I .!tLI -

ments in which much is similar to the CCD proces I r r,,(t, t' ',m,

and the algorithm dependent requirement.s.

The readout requirements of the INA lcn 25; t1,-

ment self-scanned diode array are substlantially h(. samt. :1., liw

requirements for the 256 element CCD. The dark .signal iI,'ct,

cell to cell nonuniformity, and dynamic range con.s;iderat ion,s al't,

identical. The bandwidths and sensitivities of the d.tk,(ctOr

preamplifiers are also comparable.

The major difference between the ('(I) and the.

diode array is the readout noise Imeehan is. The CUD sull'rs

from transfer inefficiency and the diode array does not tto\-

ever, the high output capacitance (approximately 25 pf) of the

diode array will be a problem at the 10 Mltz readout Irequency.

The 25 pf capacitance must be totally discharged within 100 115

and this may require a cooled preamplifier. The t)reampi ier

must possess an effective input resistance at 10 MHz at less

than 100 ohms.

The effect of sequential amrpl inij r )n the

algorithms. Because this problem was analy ed hel'(rc the,

optimum algorithm had been developed, only thit, IS and MSI

algorithms were studied. The analysis assulned a squa't, I lat

distribution object,'a nutation radiu, less than Ih. hall wkidlh,

and a large quad eell, This ana[ysi, , which --h-w\ed 1hha IIlit,

sampling techniques created an et ffecti'e roti a ,n I() Ih cthe r-

dinate system, also showed that it did not af[fe(cI lie ,, l'.

The MSI 3 algorithm, however, was sh ()n It he (1(1(ct l\t, ind coiuld

not be used if the samp ling I ul es eWltn e.!np ied. iI'ie. .al-

culation for the opt inum a i ori thi it Iin w 1 (1 o)w .

In Hi( N[et ic()n a I"ys, tl I (I id ;-it-

connectI.ed to a igeIe vi dteo) I ti t hlough Va '. Iost (I,"



are turned on sequentially, reading one diode charge at a time.

All of the other diodes are integrating while one is being

output, Thus, the output of the nth cell with a light input

I(t,x) where x is the location along the array, is

n At

I n = f I(t,x)dt (31)
(n.-N)At

where N is the number of elements in the array and t = 1/f is
the readout interval. The output is obtained at t = nAt.

3 0

In the use of the I sensor, four readouts

must be obtained for each nutation cycle.

The optical input to the detectors is given

by

4 A Axsinl + 4p}A-cose + 4 P sin29 + DC terms (32)

where

0= 2t/T (with T = nutation period) (33)

I will assume four arrays operating simultaneously, with the

outputs of cells I - II + III - IV summed as usual.

Three correlating outputs are obtained in

time sequence. These are weighted by

+4-- +---+, +-+-

For the n th detector, the periods are
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(,n/2N) + (T/4)

(U'n/2N) + ( 7/2) + (r/4) 3-

( -r)/2N) + (7) ± (-/4)

( -. 'm' 2 N) + (37T/2) f

The integrals are

4 2Nj4,9

4 L (,xsin9, + ', ycos + J-sin2,-)d- (35).1 1 , I r+ _-

2N j4

For different C's in sequence , the weights

in the sum are given by

WEg ((11)' -/2 T 3r/2

W. S. I 1 -1 -1J J

I" 1 -1 - l
.1 .1

W 2S. 1 -1 1 -1
.1 .1

With the S weight we obtain

,. {x [;n(" 7U + c(sV' '2N~ 1) > c :N) in i \]3

and with the U wei rht

{x i n :2.] -7 +



These can be rewritten as

fS = 16p xsin(iTn/2N + '-/4) + yC(r/2N + -/4 1 = v

(38)

1C = 16p E5xcos(-n/2N + '4) + ._. vin(r/N + '4]-x'

(39)

As before, the fS yields the Ay term and fC the -Ix term.

The denominators must now be obtained. First,

to obtain the MS denominator, simply apply the 2S weight, which

yields

9
!2S - 16 2Sin(7, : (.10))

This is n)t usable at any angle, but at 0 or

n = N/2. At. the end point it yields a zero. The rate ()I'

change of the null is twice as fast as the chanfge in th, (ith(r

torms.
'3

The dinominat(,rs in tle, :--oandiard 1I formil a-

tion are better bhaved. Adding thc lem.r..,  I + II - III - IV f)r

y denomi nator and using theo S we i hti ntg , i , hagv,

2N .i 2

S 2 w ' nd = - . /(-' 22N) + ',- ... "'_N),
.]12
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= 8wsin(1TTn/2N + T/4)

Taking the ratios, we have

= -I 0 9NX + , '',--

x s(I+II-III-IV) 8w \sin-U/2N + /4)

(42)

The other ratio yields

R 2 - Ax(7r(j2 + : / (43)Rr w - "x si n 7ri/2N + 7'/4)( 3

There is a cross talk induced by the phase

of the gates. If we transform the deviations into a coordinate

system for each pixel determined by the turn off angle for the

gate

X = Tr/2N + 7T/4 (44)

and the turn on angle

x =  /2 (45)

then

fS = A 6p( Ax.i ny + ,v('o)() (4()
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and

IC = 16p(-LxcosX + AysinX) (47)

The displacements Ax and Ay are obtained bY

the inverse transformation. Since the ratios

R = (2/w)(Ax + AycotX) (48)
x

and

R = (2/w)(Ay - AxcotX) (49)

we obtain

x = sinX I (w/2)(RxsinX - RycosX). (50)

Does this change the errors in the measurement?

Since

x = x/, 
(51)

the phase variance is

2 2 2 2.2 2 2
a (w/2) sin X(o sin X + a cos X) (52)

x V

Since
2 2

2 a num x 2 anum v (53)a and 9
x D y Dx V
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then

2 2 2 22 2
0 (,/2X) sinX(o /D )(1 + R 2 ) (54)

If we normaliz: the object brightness and integration

ti-ie, xe can express the objoct size in terms of photon counts.
2

Let this value be N = vw =w if square. Since (55)

D = 8wpsinx = 8N(p/w)siny (56)

The variance on the numerator for this flux is
S2g2 2 + 2 + 9

var j S(I-II+III-IV) = 2 + CJ III IV 2

(57)

Since

12 = N I = wv/4 + (w 2/2)(p/w)sinO + (v/2)(p/v)cos6

(58)

Because S2 = 1, it does not matter where the integration begins;

consequent ly

var(num) = 27N = N T  (59)

and

02 = (w/2X) 2 s i n X (60)
sn (8/27) 2 (NT 2 )(P.w) sin X

at the minimum

/w= 1/2 (61)

25=2(w/2X) 2(IN)(2 2/8) (62)
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and we find that the accuracy is independent of where the sub-

aperture is sampled,

The optimum algorithm with CCD and reticon

readout, The optimum algorithm weighting functions are composed

of DC and AC terms. This introduces a disparity between DC and

AC results because the axis of the AC measurement may be rotated,

but the DC axis would not. In order to evaluate this effect, a

power dependent calculation must be made.

First, the CCD readout of a nutated square object

using an optimum algorithm will be derived and then the algorithm

will be modified for the Reticon and the results will be compared.

The actual photon flux N. on the detectors, fol-1

lowing the notation of Figure 42 to define the geometry of a

rectangular object with width w and depth v with a brightness B,

so that the total number of photons over a nutation period is

NT = rBvw/hv = f rN.d." (63)
1

is given by

N= (r 1B/hv2n) (w/2 + Ax)(-'/2 + "%Y) +

+ (w/2 + (v/2 + x)y(in co4 v 1 9 +

9

+ (' sinOcos9)

N2  (r' B/h, 27) (%-i2 - .".x)(%-/2 + ,) +

w- (w 2 - 'X (:s in ) 4- (v/2 + .") ;, s )



.pcose + Ax

p

Ay . (p inO + y)v

Ax

Fi gure 42. Rectangular object.

132



IEEME-
RTION

PEIOD

n SHIFT

2-N T

Figure 43. SSD weighting function, 1 + sinT, whero

=0, Ti]2 , T, 3T/2. Number of ele(ments, N.
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N3  (nB/hv2Tr) f (w/2 - Ax)(v/2 - Ay) - (w/2 - Ax)(psin6)

- (v/2 - Ay)(pcosO) + (p 2sinecosO) )

N 4 = (rB/hv27){ (w/2 + Ax)(v/w - Ay) - (w/2 + Ax)(psin6)

+ (v/2 - Av)(pcose) - (p 2cosOsinO) I

(64)

One set of optimum weighting functions for the

numerators and denominators is shown in Table 8.
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TABLE 8

for Ax for Ay
Slx S1 + sin sly = 1 + cos e
S2x = -1 - sin e S2y I - Cos e

= S3yS3x -S + sin 3 -1 + cos e
S = 1 -sin e S4y -1 - cos e

and Dix 1 + sin D = 1 + cos e= Dly
D2x 1 + sine D = 1 - cos 0

D3x =1 - sin e D3y = - cos e

D =4x 1 - sin e D4y = 1 + cos e

TABLE 9

CCD WEIGHTS

Mean angle 0 90 180 270
limits of -i 7T T 3T 3 ,. t5 7 T
integration 4 4 4 4 4 4
weights x y x y x y x y

S1  1 2 2 1 1 0 0 1

S2  -1 0 -2 1 -1 2 0 1

S3  -1 0 0 -1 -1 -2 -2 -1

S4 1 -2 0 -1 1 0 2 -1

D 1  1 2 2 1 1 0 0 1

D2  1 0 2 1 1 2 0 1

D3  1 0 0 1 1 2 2 1

D4  1 2 0 1 1 0 2 1
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In CCD orocessing the samples are read out

whenever the nutation is at a 450 angle and a different

weighting is applied to each depending on the mean angle of

the integrated sample. Thus, the weights are as shown in

Table 9.

Applying these weights to the detector

outputs and integrating over a nutation cycle, we obtain the

x num rators:

4

fi 4'. (nB/h )2Axv + (8/21T)-," A (65)

and the denominator

27 4

f j NiD : (nB/hv)(wv + 4,'2 /27 + w') (66
0 i=l

so that the ratio is

r = 2Ax/w (67)

Thus, the displacement is

Ax = rw/2X (6

and the ohase is waves i.-

. . . ( "1



The variance on the phase is

2 = (w/2)2 2 (70)

where the variance of the ratio is given by

r 2 Lnum2/(Den)2](l + r2 (71)

The variance of the numerator is

4~ 2 TT
2 fN 2 Si

num i=1o 1

where (72)

2G =N. = N = qBvw/hv
113
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Thus, the phase variance is

2 nBvw/hv,
2 =(w/2X)z lvWh

0 1 r =(nB/hv) - (wv)2 + (2v'I/m) + (p/,

(73)
= (w/2X) 2 (1/N t) 1 F

(1 + 2/¢p//rv) 2

When this calculation is applied to the Reticon

readout, two values are obtained for the AC and DC calculations.

The integrations are over the intervals

nTr1/2N) ± (7/4) - (I - 1)(T,/2) (74)

where I is the sgment, n the number of the diode and N the num-

ber of diodes.

If this is done using the weighting functions

described above, the results are discordant.

The DC term is not rotated, but the AC term is.

In the case of a square object used here, and using the results

of the preceding discussion substituted into the optimum algorithm
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AC term, we would find

r (2Axv) + p(8/2/27)Lt:Ksin(-r/2N + 7/.) + -- ',2N

Wv + L4/V'T/2T,)pwsin(,fl/2N + /4

(75)

The result is now complicated not only by p but

by shape factors w and v, which in general are unknown. The

rotation cannot be removed easily. If the weighting function

were to contain the phase of the readout location, the derotation

may be obtained before the ratio is obtained. A similar set of

functions to those used with the CCD but the mean angle of inte-

gration would be used for weighting.

The weights are no longer integers and a table

can be constructed similar to the one given for the CCD (refer

to Table 10).

The integrals for each period for the 'x' numera-

tor are

for mean angle 0:

si ncx 4!Axp /-s i nQ + VL v pv7cosc0 (7G)

for angle 900:

(1,0;Ot( 14Axp 77cosct i\7~c (77)

for angle 1800:

-sin(z [4Ax,(-)sin + ,.,'r, (-)v'COS: (78)
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and for angle 2700:

-(IOS at 4 x?' (-1) v 2 cosa + -1 ji n 79))

and, the sum is

8 ,M x; / 2 (8

which is independent of a.

A similar calculation for the denominator yields

for mean angle o:

sin 2 a 2wp "81)

for /2

cos 2 a 2wp -

for Tr

-sin 2x 2wp v'((-1) 83)

and 3 o/2 (
-Cos OL 2wp ( - l) v-2.

with the sum

4 /"wp / 2T ()

Adding these to the DC terms, we obtain exactly

the same result that was obtained with the CCD algorithm.

In conclusion, the use of a Reticon with sequen-

tial readout will not affect the results if the appropriate
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weighting functions are applied for each diode. What this implies

is a look-up table and two multipliers before division, Derota-

tion is not required.

Finally, since the readout angle or axis rotation

angles do not appear in either numerator or denominator, the

variance of measurement will not be affected by readout angle.

G.4 Input to Arrays: Techniques

With the assurance obtained from the preceding dis-

cussions that buried channel two-dimensional arrays, linear CCD's

and self-scanned diode arrays can be used, methods of efficiently

introducing light to the sensitive elements must be found. Some

of these are shown in Figure 30. The buried channel CCD has dead

columns and is only 47% efficient. Two strategies are possible.

One, shown here, is to use cylindrical condensing elements,

either directly to the array or to a cathode which is then imaged

on the array. The cylindrical lens elements are only 30 micro-

meters wide and would need to be made by deposition or by some

photoresist technique. If the window to a cathode were 1 mm

thick, a SiO 2 deposit only 0.16 micrometers thick would be suf-

ficient to form a lens.

The other technique would be to create big photons by

diffusion of an amplified signal so that its width would be equal

to the detector subaperture area. This would occur, for example,

in photon coupling because of loss of resolution in the phosphor,

The result would be an effective overlap of subapertures which,

if matched to a deformable mirror influence function, would be

an advantage in the accuracy of wave front recmnstrur t ion. The

disadvantage would be an increase in the width of the pulse

height distribution and consequently an increase in the noise

factor of 10 to 25%. The problems will be discussed further

under photon coupled systems.
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The coupling of the linear arrays to a two-dimensional

subaperture area is more difficult. Two options, both of which

can be handled by fiber optics manufacturers, are shown in

Figure 30b. The first of these is a drawn fiber bundle made of

face plate material with 7 micrometer fibers and with a high

transmission. The only problem is that no one will use the fine

fused materials which would be much smaller than the subaperture

size. The coarser materials that manufacturers will use have 50

micrometers or greater diameter cores and substantial cladding,

at least equal to the core. This would create a very ineffi-

cient bundle. The solution is to go one step further; separate

the fibers by a millimeter and provide a 16x16 mm lenticular

lens array to input the subaperture field to the fiber. This

can be done efficiently. The author has made one such array by

milling spherical indentations in copper and then casting a posi-

tive in plastic. The result was a precision array of foci which

were nearly diffraction limited at f/10.

The other end of the fibers would be arranged in a

coherent line 25.6 mm long and the assembly encapsulated.

Galileo has given us a budgetary quote for an assembly of $250

each, plus a tooling char eof $250.

We feel that the area to linear conversion is tech-

nically reasonable and that it can be done as efficiently as

anti-reflection coatings will permit.

The output spacing would be at least 100 micrometers.

6.5 Electron Bombardment Mode

The development of devices which utilize the electron

hole pairs generated by absorbing a high speed electron began

with beta particle silicon and germanium detectors in the early

sixties. The idea of using the method for detecting photo

electrons inside an image intensifier originated with Beaver and
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McLlwain of U.C., San Diego, and Choissoir of Electric Vision in
1970.

1The first device consisted of a cesium antimonide

cathode at one end of a vacuum tube and a 38-element diode array

at the other. Focusing was magnetic. A potential difference of

20 kV was applied to the tube. Since an electron hole pair is

generated for every 3.66 eV loss in the material, the potential

number of pairs generated in the semi-conductor will be 5700 if

the 20 kV is completely absorbed in the depletion region. Deduc-

ting a 3 kV loss in a 1.7 micrometer thick dead laver on the diode

the tube had a gain of 4800. Since the tube had a noise component

equivalent of 7 keV, single photon initiated events could be

detected.

The pulse height distribution for such a device is

quite narrow, and the noise factor will be low -- about F = 1.016,

because the variance in the number of photoelectrons generated

is E/E = 4800.

Since the first tube, a large variety of configurations

has been built, mostly with arrays of discrete diodes - up to

500 in the case of the space telescope detector.

There has been a large number of attempts to introduce

scanned arrays into intensifiers. So far, however, there seems

to have been only one successful solution. The structure of

silicon array devices is complicated and includes conductors,

insulating layers and active elements. The diodes in the early

tubes were relatively unaffected by the bombardment, since there

was nothing in the focal plane except diodes and conductor leads

through the header.

"A Digital Multichannel Photometer", Edward Beaver and Carl

McLlwain, Rev. Sci. Inst., 42, 1321.
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The complicated devices contain switches, electrodes,

clock circuitry, etc., all of which would be permanently affected

by the creation of electron hole pairs inside them.

The first problem that was solved was to find a way to

prevent contamination of the silicon devices by the alkali metal

cathode material. This was first successfully accomplished by

Electron Vision, and then by a variety of firms, including ITT,

The methods are described in their literature.

The most important question of all is whether the

arrays can survive direct electron bombardment, In photon

imagery, the photons create hole pairs only in absorbing media

such as silicon, and travel through transparent insulators and

electrodes without effect. The electron beams, on the other

hand, crash through the materials leaving a trail of electron

hole pairs everywhere.

The resulting ionization becomes trapped at insulated

interfac..s, causing increases in leakage currents, creates fields

that must be overcome by increasing gate voltages which must get

progressively greater until the limits of the materij.s are

exceeded. Experiments with buried channel devices which are

directly exposed show that at 10 5 1'Ids/cm2 they become unusable.

This value, translated into the compensated imaging exposure

levels of l00 photens/cvcle/subaperture , would be reach(ed in 1.8

minutes. Most of this failure is incurred in the electrode

transport line structure. Things may be better if those chann,

are protected by very heavy aluminum barriers 10 micrn)meters or

more thick. The life in this ca. e could be extended to .3 hours.

Becaus(! (f this, c()nsiderahl) effort has een expend(ed

to create thinned CC'I)'s which can he ,Xposed through tihe ba ,

The expectat ion is that th(, expo sure will he confin(d to th(,

silicon depletion lay',r helow the electrode:s. Leakage curr(,ns

still increas,,e, hwvrand miea.slurements slow that leaka'e

reaches (;'; of satur ( i )n at .1 x 10 (,(, ct ron. /p i x . ITh i.'



not bad and is about 104 better than the front side illumination.

But, the device in the CIS environment would be completely dead

in 1.8 x 10 4 minutes and would be unusable for weak targets

(one photon/cell) after three hours of the moderate exposure.

The only devices that have survived the radiation are

the discrete diode and the shielded linear Reticon self-scanned

diode arrays. This is because there are no electrodes -- just a

conductor -- to lead the charge out to the protected gates.

The reason this device would work and a shielded CCD

would not is due to the structure of each photosite, diagrammed

in Figure 44.

In the Reticon, there is a simple pin junction forming

a diode which is protected by a 1 micremeter thick layer of SiO 2 ,

Above this is a mechanically separate metal shield which is

easily aligned because the diode widths are 425 to 600 micro-

meters.

The diffusion region, in which electron hole pairs can

be created and whose charge will be accrued to the junction, is

50 micrometers deep. This permits the use of up to 77 kV

electrons. The SiO 2 layer on top is normally 3 micrometers,

but Reticon will process the arrays to provide the thinner layer

for electron detection.

In the lateral directions, the 12.5 micrometer diodes

are separated by N type silicon so that electrons which are

croated in this space between will flow to both junctions,

dividing the current between them in proportion to the distance

to them. This creates an overlapping sensitivity between the

dijodes :eas shown.

This spreading can provide an advantage if' it matches

thr. influence function of a preceding adaptive optical element.

1'nf () runate I , the spreading is one-dimensional and continuity

from (1 etmrnt to I,],,mont at the edges of the input array requi re s
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that the fiber arrangement be uncoiled to a line from the square

in a serpentine manner. This organization is exactly what hap-

pens when a flat piece of paper (like a wide ribbon of fibers)

is folded to form a fan.

The spreading unfortunately will increase the width of

the pulse height distribution and, for this reason, should be

prevented. The large fiber area linear converter with 50 micro-

meter cores spaced at 100-125 micrometer intervals will be

reduced 4 to 5 times onto the array. The resolution of the

electron optics will cause this image to spread. Fortunately,

the resolution capability of electron optics is very good, par-

ticularly in the small 6 mm long fields considered here, so that

the image spots should not spread appreciably. (Poor performance

of intensifiers is due to the phosphors as much as anything else.)

Cross talk and pulse width increases should be minimized,

The linear CCD's might be treated in the same way as

the Reticon, using a thick external shield to protect the trans-

fer lines. The structure of the CCD which is plowed by the high

energy electrons, in the second sketch of Figure 44, is composed

of a sequence of layers starting with a 1 micrometer SiO 2 insul-

ator, then a 0.3 micrometer polysilicon layer, a 0.05 micrometer

silicon nitride electrode, another SiO 2 insulator, and then the

depleted region in which the usable electron hole pairs are

generated.

This last layer is about 7 micrometers deep, limiting

the gain to 7800 and the optimum electron beam energy to 32 kV,

The failure mechanism is surface trapping of carriers

between the layers.

The first of the self-scanned linear devices was

]48



obtained by Tull and Nathan at the University of Texas in 1974

and is still operating in the photon counting mode.

The efficiency of the two designs are basically dic-

tated by the photocathode which will be 20% to 30% in our case

and 40% in the other. The difference in optical bandwidth will

make the opaque photocathode three times as efficient as the

other design. This is worth the cost of providing a complex

input optical lens.

"The Self Scanned Digicon," Tull, Choisser, Snow, Applied
Optics, 14, #5, May 1975.
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6.6 Photon Coupled Systems

A variety of image intensifier tubes and optically

coupled solid state image device configurations are shown in

Figures 32a-e. The basic device, Figure 32a, consists of a sim-

ple intensifier with a fiber optic plate on the output. This

is coupled directly to the solid state array by a fiber optic

plug. The array is assumed to be a buried channel device be-

cause that is the only configuration that can be made to operate

like a small array at high speed by the technique described in

Section 6.4.

The resolution of intensifiers is often the. result of

a trade-off. The efficiency of the phosphor increases with

thickness because higher energy electrons can be used. On the

other hand, the resolution decreases with thickness because of

multiple scatter. The relatively low resolution that results

can be used to advantage in the AWS as a means of creating photon

initiated blobs which can be large enough to bridge over the

opaque areas above the CCD transport registers. In consequence,

if the resolution is matched to the CCD subaperture cell size,

at least 50% of the photon induced signal will be detected. In

consequence, the quantum efficiency will not be reduced but the

noise factor due to a wide pulse height distribution will in-

crease.

The size of the Fairchild CCD elements in the 190 x

244 array are 18 x 14 micrometers, The added pair plus the

opaque region yields a subaperture size of 36 x 30 micrometers.

The resolution of typical image intensifiers, ranging from 20 to

50 I/mm, is compatible with this subaperture area.

The fraction of photons which is emitted by a phosphor

and which emerges from the tubes is quite small because of frus-

trated internal reflection at the final glass/air surface. Loss-

es from the electron beam side are prevented by thin aluminum
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coating on the phosphor. If n is the index of the phosphor, the

fraction of photons that can escape at all angles from an alumi-

nized tube is 1/n2.

Since the index of refraction for most phosphors is

quite high, only a small fraction can escape. This is avoided

by fabricating the phosphor as a powder. The particles then

scatter the emitted photons until they are scattered into the

f;,ce, plate. As a result, up to 45"( of the light in an aluminized

tube can be emitted over a full hemisphere. If this ouput were

coupled to the array by f/i optics, the total efficiency would

only be 4.5%. The use of fiber optics tc optacally couple the

arrays to the tube and avoid internal reflection losses increas(es

the efficiency dramatically. The face plate must be an Extra

Mural Absorption (EMA) type (fibers imbedded in a black matrix)

to preserve resolution; the transmittance of a D-14 type with 6

micrometer fibers from a Lambertian source is 45C. The spectral

transmittance to the array cuts off at 0.4 micrometers (a-12';)

and is gone at X = 0,35 micrometer, This is shown in Figur,, 15.
The simple structures of the photon coupled arrays are

then fairly well represented by Fi1,.; 12: and 32h. Ii IIh,. i t.-I

described above, there is a simple cathode, then a fibkr fact,

plate to an area array. The second is identical but uses, a fU-

ber area linear transformer to a linear array. The. area ljn(e ir

tansformer must be made of very fite 6; micrometer or >,. . -

bers, however. Manufacturers that w,,r(, contact ed did 1 n1ut t(e

that this was reasonable. The feai bl arr-a lin,,ar tran.t rmer

would be made of large! ribers (50 iicrometrr (-()r,) iih Uh-

stantial cladding creating 100 micromrete.rs t centr to C''Temier

spacing. Such a large bundlc is in tc ompa 1 bl th di ruI I ')-

nection to an array. The third d.sign with the, Upransfeurn,. u

front with a lenticular lfens array for otficitent iniput ,  is jrf-
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ferred. The intensifier electron optics provides the necessary

change of scale to the small linear array.

None of these designs provide much gain; however, 30 to

50 luminous gains are typical for single stage tubes; conse-

quently second generation intensifiers or cascaded tubes in Fig-

ures 32c or 32d are desirable.

The basic problem of the second generation tube is the

fact that the microchannel plate has a fairly coarse structure

which has opaque regions and only 65' of the primary photoelec-

trons get amplified. This direct loss of quantum efficiency

should be avoided, and thus a cascade arrangement with a low

gain Gen I tube preceding the Gen II tube to provide a fat pho-

ton pulse is desirable. There are severe problems in the use of

microchannel plates which will be reviewed in the next section.

and this use is not recommended.

The preferred photon coupled design uses an array, and

two stages of gain. The low resolution precludes the use of de-

tectors with small elements, 30 to 40 micrometers being as small

as practical.

The last question to be studied is whether phosphor

decay aff.(c.,: the measurements of tilt ir a nutating image.

In the case of time delayed sampling, which is a con-

sequence of the use of self scanned diode arrays, the resulting

effect was equivalent to a rotation of the coordinate system.

This deviation was corrected by the use of a weighting function

that included the rotation of time delay angle.

There is a difference between time delay and ph sph()r

decay because a delay is well defined, while decay intr duceS a

smear.

The effect on the signal can be derived simply by us--

ing the square unifform object, and by separating AC and DC t ,rtns
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in numerator and denominator, as before. Assuming a simple de-

cay so that the output of the processor using the simple integra-

tor weighting functions is given by the convolution

(, -t x ino(t-t') + 4Aypcosw(t-t') + 2p 2sin2w(t-t'dt'
C

(86)

where Q is the decay constant. The convolution yields the 13 sum

= (4acAxp/a 2 + W2)(-asinwt + wcoswt)

+ ( " )(acoswt + wsinwt)

+ (2 p2 a/i 2 + 4w2 )(asinwt - 2wcoswt) (87)

3
If this is evaluated by the I weighting and applying

the appropriate integrals

TT

C = f -(8o (88)

for the y deflection and

S/2 3T/2
- (89)

-7T/2 r/2
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for the x deflection we obtain

16p~
fC = (4 /2 Lv + (-;a)L (

and

= + (W/00)2 -x + la)A

The coordinate axis rotation is given by the ratio of

nutation frequency to decay frequency.

The denominators for 'c and .'s weightings become

Swp 8vp2  and
1 + ( (ctf2 )2

so that the I ratios are

and (Wi)

r = (2 %) + ( .,)



The values for Ax and Ay are given by

2 . + r + ( i )rc  (94)

The variance on the measurement of tilt is

2 = 2 [1 + (W)i)2 rC] (95)

2 = 2 = ( 2 /D 2 ) = (N/D )

where N is the total number of photons. In terms of N,

D N (96)

Thus

2 = (w!2)2(2/N) + (W!') (97)

The consequences of the smear caused by decay is an in-

crease in the variance. It simply means that the contrast of the

signal is lower. There is one problem here; the persistence of

cathode-luminescence is not generally simple. The decay curves

for these fast phosphors are shown in Figure 46. These are the

P16-P15 and P24. All of these are best described by two time

constants so that the intensity is described by

I = Ae - : t + (I - A)e_-t 2 t (98)
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For the P16,

1.5 = 0.028 is and T2.5 = 0.09 vjs (99)

So that

1 = 24.8 x 106 and a 2 
= 0.77 x 106

(100)

and A 0.75

The P15 and P24 are both zinc oxide. The P15 has a UV compo-

nents, but the P24 does not and emits entirely in the blue green.

Its time constants are

a1  6.93 x 106 (101)

A 0.75

a 2 = 0.77 x 106

Most of the emitted energy is in the second term, since

Etoa 1  A/a1 = 0.11
total (102)

Etotal2 (I - A)/a 2 = 0.33

The magnitude of the rotation term for the P24 for 10 kHz nu-

tation is 0.082. This is small enough so that a modification to

the weiglL ng function could be used to remove the mean rotation
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zinglIe, The fact that the- pro~port ion of l ight from each decay

P.ode is a function of timrperature- and Learn intensity is.- not

rrucial because the- rotation angle isi so small.

The P IG decaY is fast,.-r but hal f the UV I ikht will be

lost in the fiber optic plug. Thisz is illustrated in Figure *4,

where the relat ive brightness of the PI6 and P24 phosphors are

h own.

The s-cond curve for the PI6 shows the ef feot o)f ab-

sorption in the fiber optic face plate. The relative losses in

the UV at the CCD further reduce the value of the PIC) output.

In cons-equence, the P24 is preferred, in a two tube cascade,

U coupled to an area CCD,

.<7 Electron Coupled Mlode

Thte devel- opment of the microchannel plate, which is a

hion eycomb of ( le t ron Multiplier tubes, increased the gain of

imnage- intensifiers immensely and permitted the development of

adequate, single stage and proximity foous devices.

The devi ce provides cur-t-ni rather than volt age gain.

Thus;, a -;ensor can -,imply collet tueik. current rather than p)rovijde

the means of convert ing the high vol tage to current and then colI-

l ect ing it as, well . The config-urations are shown in Fi ('ures ia

-nd B. The first of these co)nsi:-ts,- of a parallel array of

anodes i n a prox imi ty f ocuis m i c rochanne 1 pl ate n t ens,- i f i erI

This tube is manufactured by ITT andI is probably the o)nl\- de-

vice that can be obt a ind wi tt bot anyI moI-c e sp(ciaIl t th:n

(hanging the pat tecrn of anodes ,. I n tlisdoy 1 cc , t he n odes-

%o u 1( be 0. 9 mm sq tia rc p 1at es witih (I 1 mmn s-paralion . Iar wh1,.It,

is ledl throug h t h( ceraimic hi-ader tc ; a p in.

TIhe (-1 (troni(S- fo(r- each an(,de would (ens ist -l1, 10IM

"11z :impl if or discriminato)r )nd ;I mt r The counwil \kl



be buffered and read into the processor in serial stream.

The second version uses a self scanned diode array in

which each diode is covered by an aluminum plate. This would be

a Reticon device similar to the SSANACON that flew on Voyager as

a part of a UV spectrometer.

The anodes in this second device are very small, 0.1 mm

square with 0.01 mm gaps between them.

The final electrons out of the MCP with about 100 eV

have too little energy to penetrate this device and there is

little possibility of damage.

The gain that can be obtained is high, 10 to 10, and

there is little question about the value as a photon counting de-

tector. The possibility of obtaining an array was explored with

EG&G Reticon, and they proposed a 16 x 16 element device using

16 parallel channels of 16 anodes in each, The channels would be

read at 1 MHz in parallel, providing a 16 MHz overall data rate.

The budgetary estimate for a dozen of these arrays with nonrecur-

ring costs included would be lOOK and with delivery 9 months

after receipt of order.

Closer analysis of the characteristics of microchannel

plates revealed some critical problems. These are

1. Life

2. Slow response

A microchannel plate consists of a honeycomb glass

structure with a secondary emissive coating on the channel sur-

faces. The structure is formed by three glasses with different

viscosity.

During the drawing and fusing steps the outer glass, or

Phe SSANACON - a S(, I f ScnllOd anode ar ray wi t h a mlrci-hall-

ne 1 1)1 at(_ e Io:t run mu It ip ier. A, L. 13ruaO (lOt .I OanI' I,
APLIED OPTICS.



cladding glass, glows in such a way that external force and sur-

face tension deform the glass matrix to the final hexagonal

shape. The process of the different manufacturers leads to

slightly different shapes and sizes.

The Galileo MCP's have 12 to 38 lim diameters and open

area ratios of 55%. ITT's MCP's have channels 12 um in diameter

and an open area ratio of 63%. Only electrons striking the open

area are multiplied; thus, if no other factors modify this, the

quantum efficiency is 55% (or 63%) of the cathode efficiency.

Secondary electron emission from the web faces can increase this

efficiency up to 85%.

One of the problems with the structure is that the pos-

itive ions can be accelerated in the opposite direction. These

will poison the cathode if they are permitted to leave the chan-

nel plate.
2

The life end point will be between 0.01 to 0.1 C/cm

Under CIS conditions, with 106 photons/sec and gains of 105 for

photon counting with 1 mm anodes, this would correspond to a life

range of 1.5 hours to 15 hours. In the Reticon anode array, the

lower noise might permit one to run at a 104 gain, but the life

would only be 10 minutes to 100 minutes.

To cure this, a thin film is placed over the input end

of the channel plate which prevents the ions from escaping, but

permits the higher energy electrons to pass through. Unfortu-

nately, this decreases the secondary electron flux, reducing the

quantum efficiency. The life is extended by a factor of about

1000. This is marginally acceptable for the large anode array,

but not for the small array.

The second problem, slow response, is even worse. The

microchannel plate behaves just like a photomultiplier, which

uses discrete dynodes. The potential on each dynode is usually
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provided by a resister chain, In such tubes, the resistance is

chosen to provide sufficient current to the dynodes to handle the

signal level. In the MCP, the same situation exists, but the re-

sistance chain is the channel wall itself.

This impedance is high, about 5 x 1014 ohms/channel.

In a single plate intensifier with 1000 V across it and a gain

requirement of 105, the number of pulses that could be generated

would be only 125/sec, The effective dead time is 8 millisecs.

There are a lot of channels, however, 5 x 105 per cm
2

so that the maximum flux at 105 gain for the 1 mm anode is 6.3
5x 10 , 63 events per nutation cycle, or S/N < 8. With the small-

er anode, even if lower gain of 104 is usable, the smaller area

limits the flux to 6.3 x 10 events, or S/N < 2.5,

Operation near saturation is not reasonable because the

responses will be nonlinear. The noise factors will go up, and

linearity will be lost.

The MCP is thus seen to be less efficient than other

schemes, and cannot take the flux levels anticipated for compen-

sated imaging. These levels, varying from l04 events/sec to 5 x

107 events/sec, will generally overwhelm the electron coupled de-

tector using microchannel plates.

The only electron coupled mode that will work and, in-

deed, the only tried sensing mechanism that can be purchased off-

the-shelf, is a photomultiplier array. This is not recommended

for the full 256 channel system, but it is recommended for a 21

channel breadboard system.

The basic arrangement is shown in Figure 34. A digital

photon counter will be used instead of an analog integrator. The

amplifier discriminator will be a single integrated circuit chip.

This is followed by a 12 bit counter and a 12 bit buffer. This

parallel arrangement will be read sequentially into the pipeline

I 2



processor.

The only drawback in the use of PMT's is the slightly

lower quantum efficiency that is a result of mass production.



6.8 Recommended Detector Design

There are three recommended designs; two designs use

electron bombardment and differ only in the nature of the optical

system. The third design is a photon coupled arrangement.

In addition, the recommended experimental system for

twenty-one channels uses photon multipliers because it presents

the least expensive way to prove the performance of the .sen.sor

and processing techniques.

The three designs are shown in Figures 47, 419 ind 5().

The most efficient photocathodes that have been devel-

oped are opaque. Normally, this has prevented their use in image

tubes because it is difficult to arrange for parallel conjugate

planes, although one device with a Schmidt telescope objective

inside an intensifier was used in a UV spectrometer on an Apollo

mission. The occluded center image plane was the cathode.

The fact that the final image on the cathode is linear

because the detector arrays are linear permits simplifications,

since the arrangement need only provide for parallel conjugate

lines. The cathode can then be narrow and tilted at an angle so

that the optical axis and electron imaging axis can be at right

angles.

.).8.1 Design 1 Internal Optics EB Mode. The first

and preferred design uses an elliptical mirror inside of the

image intensifier to collect the photons from the fiber optics

linear array and to image these back on the closely adjacent

photocathode. The optical element for a very large numerical

aperture may be an ellipsoid of revolution about an axis betw(en

the line (,J fiber optic and the GaAs cathode.

The value! of this design c.ar be J.tdg(d hV e1 ('I-

ficiency of the optical system to collect all of the photons

from the fibers and r(eima ,e these on t.he cathode. Thus, in order

16.1



r14

z to

a



C

C

cc ~

C x
C.-

cc

C'.
z

~zZZ~
'1 t.

7

E

I::.



A -

I.

C-
-z
E

0*

- -

c-zo

7

7
0

L -

j



C¢-

) z' z
, , "C

7-

c c/

0C

0 0.,,.

7c

'-~0 -

C.

li/, I



to evaluate the design, we must obtain an estimate of the numeri-

cal aperture the optics can handle.

The calculation for the focal plane assumes a

curved field, and for simplicity, a spherical element. If h is

the distance off-axis of the source point, displaced toward the

mirror by.a distance 6, and if h' is the image distance or ray

intercept from the axis in the plane normal to the axis including

the source for unit magnification and if 0 is the angle of a ray

from the source relative to the axis, the relation for h and h'

is

(h + h') o.,s + sinj4hcose + 6sint)]

(103)

2hcosO + 25sine

At minimum aberration, h + h' - 2b, so that one

obtains the curvature of the field

3 h 2R (104)

where R is the radius of the sphere. The radius of the focal

surface is Rf = -R/2, which is typical of spherical mirror sys-

tems.

With this field curvature assumed, the aberration

for a spherical mirror is given by

h 2h /R) Lsain " - -jin ) - sin ( 105

The evaluation is given in Figure 1,. If the :1i-

lowed deviation is not to exceed * 50 mi cremel(,r V, which i; ii hlf
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the spacing between fibers, then the numerical apertures at the

extreme elements h = 12.5 mn and R 100 mm is limited to NA =

0.34.

At other field positions closer to the center, the

numerical aperture increases so that at h = 8.3, NA = 0.40. At

h = 6.25, NA = 0.47; at h = 3.125, NA = 0.69; and at the center,

of course, NA - 1. since the point is at the center of curvature.

This point is not achieved, however, because the fibers and

cathode are separated by a few millimeters so that the greatest

numerical aperture will probably be about 0.7.

Obviously, better performance can be obtained by

using an ellipsoid which provides two fully corrected field

points instead of the one that is provided by the sphere. If

these points are located at 1 1/4 of the field, then the extreme

point aberrations are given by curve 3, and the best points by

curve 4. Assume, then, the spherical case gives a good estimate

of small deviation errors about a design point. The overall av-

erage NA will probably be about 0.60.

This is completely compatible with the optics at

the input to the fiber optics, and with the numerical aperture of

single fiber elements. If the input to the fibers is constrained

to f/2, NA = 0.24; if the fiber NA - 0.5 and tight bends are

avoided, all of the light from the fibers, except for that lost

in the open center of the ellipsoid (NA < 0.06 (a 2"7 los--) where

the electrons go through the mirror), will reach the cathode.

The efficiency of the system, as long as the nu-

merical aperture is <0.5, is dictated by the antireflection

coatings that can be obtained for the wide bandwidth 0.12 t(,

0.85 pm sensed by the GaAs cathode, which if fully utilized will

provide photoelectrons for 40% of the solar photons. The wide

bandwidth will prevent the iise of very efficient coatings 0() that

on( can probably only achieve 98" average transmission per ,ur-
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face. Thus, with four lenticular lens surfaces, two fiber sur-

faces, one mirror with protected silver coating, and a 25C loss

through the central hole, the system transmission will be about

84%.

The properties of the design are summarized in

Table 11. The noise factor is low because the variance on the

gain, which is given by the reciprocal number of photoelectron

pairs generated, is small. This is unlike a PMT, where the vari-

ance on gain is given by the reciprocal number of electrons gen-

erated in the first dynode.

With gains >1000, the noise factor is I +

(1/ VIO00).

The biggest problem in the design may be the de-

sign of the electron optics, which must provide a 4X reduction

onto the array and a worst case resolution of 40 I/mm. This

problem has been discussed with Electron Vision and ITT, and

little concern over the problem was expressed--but whether they

realized the full extent of the internal optics or not is uncer-

tain. The present effort has not studied the electron imaging,

and consequently, the design of the electron optics must be con-

sidered a cost problem.

The last element in the comparative table is a

relative net S/N value given by ,Tn/(NF) where T is the trans-

mission, n the solar spectral efficiency and (NF) the noise fac-

tor.

6.8.2 Design 2 External optics, EB mode. The second

design listed in the table avoids the problem of optics inside of

the image tube, but introduces other problems. The obviou.s first

solution is to use fast relay optijcs and this solution is shown

in Figure 49. Kawa relay lense-s are shown here because the de-

signs were available. The pircture, tells all; there are 30 op-
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TABLE 1 I. RECOV TENDED DETECTORS

DES I GN: 1 2 3 4

"!ODE EB EB PC EC

OPTI CS Internal External None None

AREA-LINEAR Ret i con Reticon Fairchild Parallel
C(ON VEPTE I inear SSDA CCD detector
ARRAY SSDA

CATHODE Opaque Opaque Trans. Bi-
GaAsz GaAs GaAs alkali

B (d" Refrac- Clam-
- tors shel I

S (rF4)T3 ( 'CD 0.40 0.40 0.40 0.31 0.11

TRANSMISSION 0.84 0.55 0.79 O..W9 0.97

DETECTOR RISK None None (all None None
off shelf)

I NTENS I FI ER)
DES I GN
DI F F I CUITY Gr1 e a t .t Med i um None, off None

the shelf

NOTSE FACTOR 1 .03 t.03 1.2 1.19
( FAT )1OTO'( N
PROBE-N &
P'L1,SIE IIE [ ' ;IIT
)I ,1 1 BUT I ON)

('5; PROBLEMS l),-.ievn of Col ]ect i'n Ifoeolut ion None
l(,ct, ron officieney i f 3 tu1)e

o1, t. i u.( of l(nses, r(o'q i red

c h rma t i c
aherra i on-

0'.5'I" SI, . 3 0.,155 0. 5,46 0.462 0.27
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tical surfaces in all, and if each surface reflects 2'(, the

transmission would be only 53%. The design of these lenses is

probably not compatible with the very wide spectral bandwidths

used to obtain full advantage of the GaAs cathode.

The one advantage, though, is that the back

focal length is great enough so that the designs of the relay

and the electron optics are independent.

Another possibility shown in Figure 50 is the

clamshell lens. The device is completely reflective and chro-

matic aberrations are not present. The numerical aperture of a

design which has the input and output in contact with the para-

bolic surfaces is 0.94. If a space is created so that the out-

put can get through the face plate and be reflected onto the

cathode that is tilted, the numerical aperture will be consider-

ably less.

The biggest problem is getting from the clamshell

to the cathode. A configuration with the clamshell axis at right

angles to the electron tube axis, with the cathode at 450, would

place the large conductive surface at the edge of the electron

trajectory, and it is doubtful that the arrangement could be made

to work. The other arrangement, as shown, would image directly

onto the end of the tube, where a mirror element would direct the

light sideways onto the long and narrow photocathode. In order

to work, the focused line on the cathode will need to be flat.

In consequence, it may be difficult to design the electron op-

tics. Finally, the last right angled bend will restrict the nu-

merical aperture in one dimension. This restriction, as seen in

the insert to Figure 50, can reduce the numerical aperture to

0.6. In consequence, although the clamshell has the capability

of NA = 0.94, the realization will be no better than th' inter-

nal ellipsoid configuration.
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If this were not enough of a problem, the making

of the cathode and the application of the cesium material on the

GaAs with the mirror present, masking the areas that need to be

clear, may pose practical difficulties. For these reasons, the

clamshell is less attractive than the internal mirror design.

6.8.3 Photon coupled system. The third choice, the

photon coupled system, has one major advantage: it does not use

an area linear converter and thus has no loss elements before

the cathode, except for the tube face itself. The photocathode,

however, must be transparent and will consequently be less sen-

sitive, providing only 31t' of the possible number of photoelec-

trons. Thus, in Table IL the expected flux number is 0.31

C.19 = 0.307, which must be compared to the 0.4 0.84 = 0.336

value obtained from the best EB system.

The big differences between the PC and EB systems

is the gain mechanism. The PC system, with a gain of about 25

per stage, will require three cascaded image tubes to produce a

quantum limited signal. With this low gain in the first stage,

the noise factor becomes significant :ind will be at least 1.2.

In consequence, the net SNR is the least of all of the recom-

mended systems, 0.462 vs. 0.563. Except for the problem of reso-

lution, the system has few problems, and can be put together en-

'-ely using off-the-shelf devices.

In the last column of Table 11 an evaluation of

photomultipliers with a hialkali cathode has been included. Few

photoelectrons are obtained, but the input efficiency can be

good. The noise factor will be the worst. because of the low

voltage t~o the first dynode; 1O V usual ly producing 27 second-

ar is yields a factor of 1.19, thus the net SNP is 0.27.

The conclusion is that the preferred designs all
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represent a fpctor of two gain in SNH and in tilt or phase ac-

curacy over wavefront sensors that must use PMT's to provide an

optimum response.
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7 0 THE 21 ELEMENT BREADBOARD SYSTEM

The purpose of a breadboard system is to test the concepts

and design of a large scale system, The characteristics of

Lhe AWS that should be tested are as follows.

(1) The LSI 3 configuration accuracy as a function of

photon count, target size and wavelength.

(2) The ability of a single serial processor to produce

phase error signal from 256 elements, in 100 Is.

In order to achieve these goals, it is necessary to

process that data from only one subaperture if the subaperture

data are processed with the same algorithms that are applied

to the full array and at the same speed. A 21 element bread-

board would not be any more complex, except for more detectors,

but it would yield wavefront data that could be applied to a

closed-loop system.

The AWS consists of three elements: an optical system,

a detection system and the electronic processor. Of these,

the design of this optical system is not dependent on the

number of subapertures.

The nature of the detection system is the major variable

in the design of a breadboard. If the breadboard is to

represent a full system and demonstrate its performance, then

it should be quantum noise limited. This level of operation

can only be obtained by using photomultiplier tubes with noi .-

free gain, such as those discussed in Section 6.

All of the detectors which are recommended for the full

.syst m require some degree of development, and it would be

wasteful to implement any of these as a 21 element system,

although the cro.ssover might be at approximately 64 suhaper-

tures. If a spocial intensifi ed self scanned disk array Is to

be designod and built, a 256 element chiip ma\ as weI I he ls(d.
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Because of this and because of the cost, it is recommended that

photomultipliers be used in the breadboard The ('()st p(r channl

will be relatively high. At $200 per tube, including photon

counting circuit, with four tubes per subaperture, the detector

system cost would be $16,800 for 21 channels. Since no engineer-

ing time would be required to build the tubes, this x\wuld

probably be the least expensive system

The major difference between the use of an intensifier

and an array of PMT's is size. The smallest photomultipliers

are the Hamamatsu R6471 13 mm diameter tubes*. These are 13

times larger than the lenticular array lens element:; which

serve to divide the pupil in the proposed optical system.

An enlarging optical system could be used instead of the fibtr

optical area-linear transducers. The suhaperture size for a 21

channel system covering the same pupil area as a 200 channel

system is 3.2 times larger. The size of a detector arrav i

only 75 mm in diameter and the length, including socket,

resistance ladder network for dynode voltage, preamplifier in

discriminator chip and resettable counter would be about 150 mm

This is about the size of the intensifiers dis cussed in Section

G . A straightforward enlarging optical systm u.sing a co)nven-

ti onai eyepiece would not be overly large and would be co. t

effective.

An alternate method, providing a better test of the pupil

dividing optics of the full system, would be to tuset. a fib(,r

optic bundle with lenslets at the input, and the-n, in.tead (ot

bringing the ti hers toget her into a line, spread 1h(,n (o .,

taking one fiber to each photomultipli er, Ti(,,e Won (i t,

optically coupled to the end windows

If the fiber is co,)upled to the ttie through a s-na I s a l ,)

prism, th,.n a ma }or'ity of the ph)t ins that w().ldl herw se pas

through the semi I a;n.parlt photo athod( won( woud o ld hc inter-
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nI ref lected, and pass through the cathode material many times

a-itreflects off both surfaces. This A-ill enhance the real

the1/2inch tubesi, so) that there i some spectral similarity'

toteGaAs cathodes to be us-;d in the li na I systemp

The rest ()t the o tcion systcfm would cons i -.t ofi an

amp iilit jer-dciscrimi naitor, which can now be obtained in a i ngle

(-hip and provide at 100 MII_! max imumi count iate, 1i 12 hi t counter

and some kind o t buf [or memiory for each tube. These_ -simulate

the integrators , the on-chip aniilog sLampling circuits * and the

A/D converter. After heci rcuit s, the e ct ron ics become

identical to the. AS circui t

The AWS ci rout try, dlescribed in S-ct ion 5, col~ts oft50

v( ( * maj or v I eme n: the Front. End PrkIFo EP ), tilt-

P'rogrammab le AlIgor ithm Proces sor ( PAP ), and tihnt se

6uporv isopr Processor ( SSP )

The FEP Is lag]vrep laced by Oile pViral Jul ci rcu ill-v of

the dete(ctor' system . The no imalI but I *r Il Lice YEP is a random

;wce 'ss memI r v wh ich c:-ii be u sod 1)((j t he da1ta is oh1)La ned

ser jally r egardlhss o)f the I \*jkl w Al ot her. a s-,I*

scanned diode arra\' o)r a (VD). pI a~ IL 1421 )-I Il tt o de-

I 04t()I' permi ts sirti latn ot t hek sLimpi Iu process ot tt I il

:-;can nod arPrays or III(4' (1)' s I) u ~ wh :41)1) ox illat t- 11411i u(

-- u e (CC) d4't cc tol> art, gil- 41 i( II 4 sl r Ire: i ,tal41l

-imulit jon of thep o-- will roqo; jr4(d l hut fritylits Mitch

wl4luId thenl ho rl-ad oult, fr ollItc;wii uiV ill')uoh

memnoryv or to) 1h I PAP do* 1 I,!~ 141 I l( 0 4 thn

In tit s,1i Ill l(io (d so -,(,Iav Ss,;a ; Ihle

t4-g i , m V~il 1 f&. I)( ' l fill, h 2 14 Il IItV 4

>o41u4On( 11(4. 0114 toi k - fr so-li (14 4!, I,(.UVs I ~e i Ju i

holwvi-tr , but t hii-, IOIUI t I lln ally 11)' 'I 11 l'nI F-il.

'I1w PAP I .-, I440 Il i t IIa I I 04(1111 41 it- lIl t fIIll \WS' , hInI



can be smaller because the amount of data is only a tenth as

great. In the AWS PAP, four arithmetic units weir( re quired in

each processor unit to handle 256 subapertures at a 10 kltz field

rate. In the breadboard, only one AU will be requi red. FUtrth('r,

the instruction set in each microprogrammed proce ssetr can b(

larger so that the number of processors can [)e proport ionallv

fewer. The validity of the PAP is not r-flected bY the sie.

The speed of the PAP will, in all cases, be the .same.

The System Supervisor Processor will be unchanged in

building the breadboard. Once the breadboard has been c)mpll(ted,

a large amount of the full system will hav been completed. The

optics will be done. The detector modules-, and ber opt it's

interface elements will simply need to b replaced to turn ihe,

breadboard into a 256 subaperture system.

The electronics for the AWS will have betn at least ha If

completed at the breadboard stage, and the critical element

designs will have been done. The changes in upgrading to th(,

AWS will mainly consist of upgrading the FEP.

The relationship of the breadboard to the lull AW.

is summarized in Table 1 . The major ,lement. in building a

full 256 element system will be the procur(m, nl o)f the delecth,,r

Because of the de tct r interchangeat i lity, we rl( se that

the breadboard be a little roire than a model s(, that th( ott .

need be done on I y once.



TWLE 12

ITEM BREADBOARD AWS

OPTICS Full System Complete

Detectors .4 sets of 21 PMT's 4 intensified arrays

(interchangeable sizes)

Electronics

FEP Special for parallel serial processor

PMT's for arrays

PEP j full system full system

SSP full system complete

PRINCIPLE 1
COST ELEMENTS OPTICS

I PMT's3

ELECTRONICS DETECTORS
FEP
PEP EXPAND
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8.0 CONCLUSION

The objective of this study was the evolution of a new sen-

sor concept, the LSI 3 sensor, for potential cost and engineering

improvements over the CIS system presently under development.

The results of analysis have shown that the wavefront sensor will

not only significantly reduce the cost of the sensor system and

provide a greatly simplified data processing, but will also im-

prove the performance by a factor of two for 1o% target signal

levels. The features of the system include the following.

Detectors: The recommended detector system designed for the

256 subaperture application uses a photocatl:ode electron multi-

plier tube with direct electron bombardment of a linear self

scanned diode ar-ay. The detector configuration employs internal

reflective optics so that an opaque, wide b,,nded GaAs photocath-

ode can be utilized so that full utilization ()f available solar

illumination in the 0.45 to 0.85 pm band is achieved.

Optics: The optical system as designed is a highly com-

pact, all-reflective system to take advantage uf the wide band

detector capability. Two small galvanometer nutation devices are

the only moving elements in the sensor system. Using a single

prism divider as the critical alignment element, and a local ref-

erence input, auto-alignment of the system is achievable.

Sensor concept: The LSI sensor makes use of the best fea-

tures of both 1)(, H1artmann and AU .Shearjni n, int,,rf, rm!, ,r

wavefront measurement systems. The Hartmann te(hnique, al lows

complete utilization of photon for highest plane measurement ac'-

curacy for t()w SN'r levels, while the AC -S, ,tritif, i it rl t(, l et r

avoids many of the object shape dependencies of the dc. lartmann.
3In the toSI AC medulal in is obtained by nutat in ()f the lull

aperture image on a (luad division prism while t he masurem('nt

uses both AU ;)nd ( D components in a llartmann-like, qu:oi-k,(,l1

tilt detect ion algorithm. And o)ptirmizing this alg ritihm all s
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the LSI to achieve a factor of two improvement over the shear-

ing interferometer system.

Processing: The optimized algorithm along with the use of

quantum efficient self scanned detector array system is compati-

ble with high speed serial data processing. Thus, instead of a

processor per channel, as in the CIS system, only 4 flexible ser-

ial processors are required for 256 subaperture measurements.

The measurement update rate is at the nutation frequency of

10 kHz.

LSI 3 sensor design therefore successfully achieves the

goals of the study and is recommended for consideration in all

visible light, large scale image compensation systems.
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